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Chapter 1. What is CloverDX Server?

CloverDX Server isan enterprise runtime, monitoring and automation platform for the Clover DX dataintegration
suite. It is a Java application built to J2EE standards with HTTP and SOAP Web Services APIs providing an
additional automation control for integration into existing application portfolios and processes.

CloverDX Server provides necessary tools to deploy, monitor, schedule, integrate and automate data integration
processes in large scale and complex projects. Clover DX Server supports a wide range of application servers:
Apache Tomcat, IBM WebSphere, JBoss EAP and Oracle WebL ogic Server.

CloverDX Server simplifies the process of:

Operation - CloverDX Server allows you to set up (p. 54)and monitor (p. 108)the status of the Server
and jobs (p. 199) and notify you viaan email (p. 173) if thejob fails;

Automation - It allows you to efficiently handle jobflow events via listeners (p. 204)and schedule (p. 193)
tasks to be triggered as one-time events or repeatedly, as required;

Administration - It helps you manage users (p. 129) and groups (p. 131) and their privileges, create and
configure sandboxes (p. 145) and export the configuration (p. 156) to another instance of the Server.
Furthermore, the Server provides APl (p. 234) and alows you to create it via Data Services (p. 257);

Security - For better control over Clover DX Server, you can set up user lockout (p. 143) and encrypt sensitive
data (p. 120).

To learn more about the architecture of CloverDX Server, see Chapter 2, CloverDX Server
Architecture (p. 3).
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Figure 1.1. CloverDX Server User Interface




Chapter 2. CloverDX Server Architecture

CloverDX Server isaJavaapplication distributed as aweb application archive (.war) for an easy deployment on
various application servers. It is compatible with Windows and Unix-like operating systems.

CloverDX Server requires Java Development Kit (JDK) to run. We do not recommend using Java Runtime
Environment (JRE) only, since compilation of some transformations requires JDK to function properly.

The Server requires some space on the file system to store persistent data (transformation graphs) and temporary
data (temporary files, debugging data, etc.). It also requires an external relational database to save run records,
permission, users data, etc.

Server
Core
ul
= Worker
External API =
Application Container Application Container
JVM JVM

~ File Systerﬁ

System DB

Figure 2.1. System Architecture
The Clover DX Server architecture consists of Core and Worker.
CloverDX Core

CloverDX Server's Core manages users and groups(p. 124) checks permissions, schedules (p. 193)
execution and provides management (p. 54) and monitoring (p. 108) Ul. It provides APIs for other
applications: Data Service API(p. 257) HTTP AP (p. 235)and Web Service API(p. 249) For more
information, see Chapter 3, CloverDX Core (p. 4).

CloverDX Worker

Worker is a separate process that executes jobs: graphs, jobflows and profiler jobs. The purpose of Worker isto
provide asandboxed execution environment. For more information, see Chapter 4, CloverDX Worker (p. 5).

Dependencies on External Services

The Server requires a database to store its configuration, user accounts, execution history, etc. It comes bundled
with an Apache Derby database to ease the evaluation. To use CloverDX Server in production environment, a
relational database (p. 10) is needed.

The Server needs a connection to an SMTP server (p. 59) to be able to send you notification emails.
Users and groups data can be stored in the database or read from an LDAP server (p. 125).
Server Core - Worker Communication

Server Core receives Worker's stdout and stderr. The processes communicate via TCP connections.




Chapter 3. CloverDX Core

CloverDX Coreis the central point of CloverDX Server. It manages and monitors (p. 108)Workers (p. 5)
that run the jobs. CloverDX Core launches scheduled (p. 193)jobs, checks user permissions (p. 131) sends
notifications (p. 173) and forwards communication between Designer and Worker.

CloverDX Coreisthevisible part of the Server with aweb-based user interface.

CloverDX Core connects to the system database (p. 63) and stores its configuration and service records in
it. The system database is required. If it is configured, the Core connects to an SMTP server (p. 59) to send
notification emails or to an LDAP server (p. 60) to authenticate users against an existing LDAP database.




Chapter 4. CloverDX Worker

Worker is a standalone JVM running separately from the Server Core. This provides an isolation of the Server
Corefrom executed jobs (e.g. graphs, jobflows, etc.). Therefore, an issue caused by ajob in Worker will not affect
the Server Core.

Worker does not require any additional installation - it is started and managed by the Server. Worker runs on the
same host as the Server Core, i.e. it is hot used for parallel or distributed processes. In case of a Cluster, each
Cluster node has its own Worker.

Worker is arelatively light-weight and simple executor of jobs. It handles job execution requests from the Server
Core, but does not perform any high-level job management or scheduling. It communicates with the Server Core
viaan API for more complex activities, e.g. to request execution of other jobs, check file permissions, etc.

Configuration
General configuration

Worker is started by the Server Core as a standalone JVM process. The default configuration of Worker can be
changed in the Setup (p. 58):

» Heap memory limits
* Port ranges
 Additional command line arguments (e.g. to tweak garbage collector (p. 40) settings)

The settings are stored in the usua Server configuration file. Worker is configured via specia configuration
properties (p. 90).

A full command line (p. 116) of Worker is available in the Monitoring section.

There are several properties that are propagated or otherwise put on the Worker's command line. For a full list,
see the Properties on Worker's command line (p. 95).

Cluster specific configuration

Cluster should use a single portRange (p. 90} al nodes should have identical value of port Range. That is
the preferred configuration, although different ranges for individual nodes are possible.

Management

The Server manages the runtime of Worker, i.e. it is able to start, stop, restart Worker, etc. Users don't need to
manually install and start Worker.

Status of Worker and actions are available in the Monitoring Worker (p. 109) section.

In case of problems with Worker, see Chapter 26, Troubleshooting Worker (p. 165).

Job Execution

By default, al jobs are executed in Worker; yet the Server Core still keeps the capability to execute jobs. It is
possible to set specific jobs or whole sandboxes to run in the Server Core via the worker_execution (p. 153)
property on the job or sandbox. It is also possible to disable Worker completely (p. 90), in which case al jobs
will be executed in the Server Core.

Executing jobs in the Server Core should be an exception. To see where the job was executed, look in the run
details in Execution History - in the Executor field. Jobs started in Worker also log a message in their log, e.g.
Job is executed on Wbrker:[worker0@ode0Ol: 10500] .

Job Configuration

The following areas of Worker configuration affect job execution:




Chapter 4. CloverDX Worker

* INDI

Graphs running in Worker cannot use JNDI as defined in the application container of the Server Core, because
Worker is a separate VM process. Worker provides its own JNDI configuration (p. 92).

 Classpath

The classpath is not shared between the Server Core and Worker. If you need to add a library to the Worker
classpath, e.g. aJDBC driver, follow theinstructionsin Adding Librariesto the Worker's Classpath (p. 41).




Chapter 5. CloverDX Cluster

CloverDX Cluster alows multipleinstances of Clover DX Server to run on different hardware nodes and form a
computer cluster. In this distributed environment, data transfer between Clover DX Server instancesis performed

by Remote Edges (p. 280).

CloverDX Cluster offers several advantages for Big Data processing:

» High Availability - All nodes are virtually equal; therefore, amost al request can be processed by any cluster
node. This meansthat if one node is disabled, another node can substitute it.

Toachievehighavailability, itisrecommended to useanindependent HTTPload bal ancer. Seethe configuration
in the 2-nodes Cluster with L oad Balancer (p. 288) example.

 Scalability - Allows for increased performance by adding more nodes.

There are two independent levels of scalability implemented. Scalability of transformation requests and data
scalahility.

For general information about Clover DX Cluster, seethe Clover DX Designer documentation.

CloverDX Cluster is configured by a set of specific Mandatory Cluster Properties(p. 282) and Optional Cluster
Properties (p. 283).

In Cluster environment, you can use severa types of sandboxes, see Chapter 41, Sandboxesin Cluster (p. 277).

Note

Note: CloverDX Cluster requires aspecial license.
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Chapter 6. System Requirements

Hardware Requirements

The following table shows hardware requirements for both Basic and Corporate Clover DX Server edition and
for running Clover DX Server in acluster.

Table 6.1. Hardware requirements of CloverDX Server

Hardware Basic Edition Corporate Edition Cluster
RAM 4GB 8GB 8GB
(recommended 16 GB) (recommended 64 GB) (recommended 64 GB)

Processors up to 4 cores 16 cores 8 cores ?

Disk space (installation) 1GB 1GB 1GB

Disk space (tempspace) >25GBP >25GBP >25GBP

Disk space (data) >50GB P >50GB P >50GB P

Disk space (shared) © - - >50GBP

&This may vary depending on total number of nodes and coresin license.
BMinimum value, the disk space depends on data.
“Disk space for shared sandboxes is required only for Clover DX Cluster.

Software Requirements
Operating system

CloverDX Server is compatible with Windows and Unix-based systems, aswell as with other systems supporting
Java(Mac OS X, IBM System, etc.).

Java Virtual Machine

* Oracle JDK 8 or 9 64 bit
* IBM SDK 8 (for IBM WebSphere only)

Sinceit isaJavaapplication, it requires Java Development Kit (JDK) to run. We do not recommend using Java
Runtime Environment (JRE) only, since compilation of some CloverDX Server's transformations requires JDK
to function properly.

Application Servers Compatible with CloverDX 5.0

» Apache Tomcat 8.5 or 9 (p. 17)

IBM WebSphere 9 (p. 21)

* JBossEAPTY (p. 25)

Oracle WebL ogic Server 12cR2 (12.2.1) 32/64 hit (p. 29)
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Table 6.2. Compatibility Matrix

CloverETL 4.1t04.7 CloverETL 4.8t04.9 CloverDX 5.0

and newer
Application Server Java 7 Java 8 Java 7 Java 8 Java 8 Java 9
Tomcat 6 ¥ v ® ® ® ®
Tomcat 7 v v v v ® ®
Tomcat 8 v v v v % ®
Tomcat 8.5 ® ® v v - -
Tomcat 9 ® ® % 4 < v
_I;iovn(ztjalt tg)Server Standard (3.1.9, . . w » . *
Pivotal tc Server Standard (3.2.9, . . w L2 . »
Tomcat 8.5)
Jetty 9 v v v v 8 ®
WebL ogic Server 11gR1 (10.3.6) v ® 48+ / ® ® ®
49

WebL ogic Server 12cR1 (12.1.2) v ® ¥ ® ® ®
WebL ogic Server 12cR1 (12.1.3) % v v v ® ®
WebL ogic Server 12cR2 (12.2.1) ® ® ® ® 4 ®
JBOssAS 6 v ® v ® ] ]
JBossAS7 ¥b ¥© P © = ®
JBossEAP7 ® ® ] ] v %
Glassfish 3 4 ® ¥ ® ® ®
WebSphere 8.5 4 ® 4 ® ® ®
WebSphere 9 ® ® ® ® ¥ ®

4Since 4.8.2

PEAP 6.2

‘EAP6.4

0 Note

We support Java 8 and 9 on particular supported application server only if the application server
itself officialy supportsit.

Database servers

We support the following database servers. The officially supported versions, we are testing against, are in
parentheses.

« MySQL (5.6.12) (p. 66)
DB2 (10.5.1) (p. 67)

Oracle (11.2.0.2.0) (p. 70)
» MSSQL Server 2014 (12.0.5557.0) (p. 71)

PostgreSQL (9.2.4) (p. 73)

The evauation version uses an embedded Apache Derby database for evaluation purposes. We do not support
using the Derby database in production environment. Instead you can choose one of several supported database
Servers.
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This chapter describes two different Server installations - Evaluation Server (p. 13) and Production
Server (p. 15) - and provide instructions on installing the Clover DX Server License.

Evaluation Server

The Evaluation Server (p. 13) consists of CloverDX Server bundled with the Tomcat application container.
The Server performs basic configuration during the first startup and requires no additional database server. This
option isrecommended only for basic evaluation of Clover DX Server's functions.

However with further configuration, it is possible to evaluate other CloverDX Server features and even make
the Evaluation Server ready for production environment. This process requires a connection to an external,
dedi cated database and subsequent configuration of services (e.g. SMTP, LDAP, etc.).

I mportant

The Apache Derby DB, bundled with the Evaluation Server, is not supported for production
environment. Please use one of the supported database systems.

Production Server

In case of Production Server (p. 15) the CloverDX Server is installed on one of the severa compatible
application containers. This process requires additional configuration (e.g. memory allocation, database
connection, etc.) but allows you to choose an application container and external database according to your
preference.

Installation and Configuration Procedure
To create afully working instance of Production Clover DX Server, you should:
* Install an application server

CloverDX Server is compatible with several application containers. Following subsections offer detailed
instructions on installation of the respective application servers and their subsequent configuration.
e Set up limitson a number of opened files, memory allocation and firewall exceptions

CloverDX Server's graph transformations and evaluations may require more memory than the default limit
set in the database as well as higher number of simultaneously opened files. Moreover, some components
require firewall exceptions to be set. These instructions provide recommendation on adjusting both the
Memory Settings (p. 37) and the Maximum Number of Open Filegp. 39) as well as Firewall

Exceptions (p. 39).
 Install CloverDX Server into the application server

CloverDX Server isprovided as aweb archive (. war ) file for an easy deployment.
» Create a database dedicated to Clover DX Server

Unlike the Evaluation Server, the Production Server requires that you have created a dedicated database for
Clover DX Server. Inthe configuration phase of thismanual, you will beguided to Chapter 14, System Database
Configuration (p. 63) with instructions on how to properly configurethe propertiesfile of various databases.

» Set up a connection to the database

You can set up the connection to the database via Server's GUI in Configuration - Setup - Database.
Alternatively, you can set up the connection in the properties file before starting Clover DX Server.
* Install alicense

To be able to execute graphs, you need to install avalid license, see Activation (p. 32).
» Perform additional Server configuration

11
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Set up amaster password for secure parameters

When handling sensitive information (e.g. passwords), it is advised to define secure graph parameters. This
action requires a master password (see Chapter 20, Secure Parameters (p. 120)).

Set up SMTP server connection

CloverDX Server lets you configure an SMTP (p. 59) connection for reporting events on the Server
viaemails.

Configuretemp space

CloverDX Server works with temporary directories and files. To ensure components work correctly, you
should configure the Tenp space location on the file system. For details, see Chapter 19, Temp Space

Management (p. 117).

Configure sandboxes

Lastly, you should set the content security and user's permissions for sandboxes. For details and instructions,
see Chapter 22, Sandboxes - Server Side Job Files (p. 145).

12
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Evaluation Server

The default installation of Clover DX Server uses embedded Apache Derby DB; therefore, it does not require any
external database server or subsequent configuration, asClover DX Server configuresitself during thefirst startup.
Database tables and some necessary records are automatically created on the first startup with an empty database.

By performing a subsequent configuration, you can evaluate other CloverDX Server features (e.g. sending
emails (p. 173) LDAP authentication (p. 125) clustering (p. 277) etc.). This way, you can also prepare
the Evaluation Server for production environment. However, note that the embedded A pache Derby database is
not supported for production environment. Therefore, before the subsequent configuration, choose one of the
supported external dedicated databases.

If the Clover DX Server must be evaluated on application containers other than Tomcat, or you prefer adifferent
database system, proceed with a common installation of Production Server (p. 15)

Note

L

Default login credentials for Clover DX Server Console are:
Username: clover

Password: clover

Installation

1. Make sure you have a compatible Java version:
Oracle JDK or JRE v. 1.8.x or higher isrequired. We recommend JDK 1.8.x.
2. Download and extract the Clover DX Evaluation Server.
2.aloginto your CloverDX account and download the Evaluation Server Bundle.

2.bExtract the .zip archive The name of the file is C over DX. <versi on>. Tontat -
<versi on>. zi p.

Note
LY . .
Itisrecommended to place the extracted content on apath that does not contain space character(s).
C.\Program Fi |l es or/ hone/ user/sonme dir =
C.\ User s\ User nane or/ home/ user/sonme_dir
3. Setthe JAVA HOME or JRE_HOVE Environment Variables:
e Unix-like systems:

e Openthe/ bi n/ set env. sh file and define the path at the beginning of thefile:

export JAVA HOVE=/opt/j dkl.8.0_121

export JAVA HOME=/opt/jdk1.8.0 121

if [ -n "SJRE_HOME" -a -n "S$JAVA_HOME" ]; then
echo "Using JAVA_HOME instead of JRE_HOME"
unset JRE_HOME

fi

Figure 7.1. set env. sh edited in Linux.
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* Windows system:

e Openthe/ bi n/ set env. bat fileand define the path at the beginning of thefile:

set "JAVA HOME=C:\j ava\j dki. 8. 0"

‘echo off

set "JAVA HOME=C:\java\jdkl.E.0"

IF DEFINBD JAVA HOME IF DEFINED JRE HOME (
echo "Using JAVA HOME instead of JRE HOME"
set JRE HOME=

Figure 7.2. set env. bat edited in Windows.
. Run Tomcat.
e Unix-likesystems: run/ bi n/ st art up. sh.
* Windowssystem: run\ bi n\ st ar t up. bat .
. LoginCloverDX Server.
5.aType http://localhost:8083/clover/ in your browser.
5.bActivate (p. 32) the Clover DX Server.
5.cUse the default administrator credentials to access the web GUI:
Username: clover
Password: clover

. CloverDX Server is now installed and prepared for basic evaluation. There are couple of sandboxes with
various demo transformations installed.

Note

To safely stop the server, run/ bi n/ shut down. sh or\ bi n\ shut down. bat on Unix-like
or Windows system respectively.
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Production Server

This section describes in detail the installation of CloverDX Server on various application containers and
its subsequent configuration required for production environment. For simple evaluation of CloverDX Server
features, use Evaluation Server (p. 13) (note that CloverDX Evaluation Server can also be configured for
production use).

CloverDX Server for production environment is shipped as a Web application archive (WAR file) and uses an
external, dedicated database, so standard methods for deploying aweb application on your application server may
be used. However, each application server has specific behavior and features. Detailed information about their
installation and configuration can be found in the following chapters.

List of Suitable Containers

» Apache Tomcat (p. 17)

» |BM WebSphere (p. 21)
» JBoss Enterprise Application Platform (p. 25)

» Oracle Webl ogic Server (p. 29)

In case of problems during the installation see Chapter 10, Troubleshooting (p. 42).

I mportant

Oracle JDK or JRE v. 1.8.x or 1.9.x isrequired.

Installation and Configuration Procedure
To create afully working instance of Production CloverDX Server, you should:
1. Install an application server

CloverDX Server is compatible with severa application containers. Following subsections offer detailed
instructions on installation of the respective application servers and their subsequent configuration.

2. Set up limitson a number of opened files, memory allocation and firewall exceptions

CloverDX Server's graph transformations and evaluations may require more memory than the default limit
set in the database as well as higher number of simultaneously opened files. Moreover, some components
require firewall exceptions to be set. These instructions provide recommendation on adjusting both the
Memory Settings (p. 37) and the Maximum Number of Open Filegp. 39) as well as Firewall

Exceptions (p. 39).

3. Install CloverDX Server into the application server
Clover DX Server isprovided as aweb archive (. war ) file for an easy deployment.
4. Create a database dedicated to Clover DX Server

Unlike the Evaluation Server, the Production Server requires that you have created a dedicated database for
CloverDX Server. In the configuration phase of this manual, you will be guided to Chapter 14, System
Database Configuration (p. 63)with instructions on how to properly configure the properties file of various
databases.

5. Set up a connection to the database

You can set up the connection to the database via Server's GUI in Configuration — Setup - Database.
Alternatively, you can set up the connection in the properties file before starting Clover DX Server.

6. Install alicense
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To be able to execute graphs, you need to install a valid license. There are three options for
Activation (p. 32).
7. Perform additional Server configuration
» Set up amaster password for secure parameters

When handling sensitive information (e.g. passwords), it is advised to define secure graph parameters. This
action requires a master password (see Chapter 20, Secure Parameters (p. 120)).

* Set up SMTP server connection

CloverDX Server lets you configure an SMTP (p. 59) connection for reporting events on the Server
viaemails.

» Configuretemp space

CloverDX Server works with temporary directories and files. To ensure components work correctly, you
should configure the Tenp space location on the file system. For details, see Chapter 19, Temp Space

Management (p. 117).

» Configure sandboxes

Lastly, you should set the content security and user's permissions for sandboxes. For details and instructions,
see Chapter 22, Sandboxes - Server Side Job Files (p. 145).
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Apache Tomcat

Installation of Apache Tomcat (p. 17)

Apache Tomcat as a Windows Service (p. 17)

Apache Tomcat on IBM AS/400 (iSeries) (p. 18)

Installation of CloverDX Server (p. 19)

Configuration of CloverDX Server on Apache Tomcat (p. 20)

| mportant

Before installation, check the software requirements, currently supported Apache Tomcat version
and required Java version in the Software Reguirements (p. 9) section.

If you encounter any problems during the installation, see Chapter 10, Troubleshooting(p. 42)
for apossible solution.

Installation of Apache Tomcat

1. Download the binary distribution: Tomcat 8.5 or Tomcat 9.

2. Extract the downloaded archive (zi p ort ar. gz).
3. Set up JAVA_HQOME to point to the correct Java version:
* Unix-like systems:
Setup thepathin/ etc/ profil eor/etc/bash. bashrc:
export JAVA HOVE=/ pat h/t o/ JDK
» Windows system:

Under System Variables in Advanced System Settings, create a new variable named JAVA HOVE. The
value should contain the path to the JDK installation directory.

4. Run Tomcat:
* Unix-like systems:
Runthe[ Tontat _hone]/ bi n/ start up. shfile.
* Windows system:
Runthe[ Tontat _hone] \ bi n\ st art up. bat file.
5. Check whether Tomcat is running.

e Open anew tab in your browser and type http://localhost:8080/ in the address bar.

Continuewith:  Installation of CloverDX Server (p. 19).

Apache Tomcat as a Windows Service

1. Download the 32-bit/64-bit Windows Servicelnstaller fileintheBinary Distributions section on the Tomcat
8.5 or Tomcat 9 download page.

2. Usethe standard installation wizard to install Apache Tomcat.

3. When Tomcat isinstalled as a Windows service, Clover DX is configured by one of the following options:
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a. Graphical configuration utility
* Runthe[ Tontat _hone]\ bi n\ Tontat 9w. exe file.

» Inthe Apache Tomcat Properties dialog box, select the Java tab and set the initial and maximum heap
sizein Initial memory pool and Maximum memory pool fields to 512MB and 1024M B respectively.
Other configuration parameters can be defined in Java Optionsfield, being separated by new line.

» Click on Apply and restart the service.

Note
, & The Javatab allowsyouto useaternative Javavirtual machineby setup of pathtoj vm dlI |
file

b. Command Prompt tool
* Runthe[ Tontat _hone] \ bi n\ Tontat 9. exe file.
 If Tomcat isrunning, navigateto [ Tontat _hone] \ bi n and stop the service by typing:
.\ Tontat 9. exe //SS// Tonctat 9

in the Command Prompt. (When using different version of Tomcat, change the number in the command
to reflect the installed version.)

» Configure the service by typing the command:

.\ Tontat 9. exe /1 US// Tontat 9 --Jvmvs=512 --
Jvmvk=1024 --Jvnpti ons=-Dcl over. config.fil e=C:\path\to\clover-
confi g. properties#- XX: MaxMet aspaceSi ze=256m

The parameter ymMs is the initial and JvymMx is the maximum heap size in MB; Jvnipt i ons are
separated by '# or ';'.

» Start the service from Windows administration console or by typing the following command in the
Command Prompt:

.\ Tontat 9. exe //TS// Tontat 9
Tip

By default, when Apache Tomcat is run as a Windows service, it is not available for Java process
monitoring tools (e.g., JConsole or JVisualVM). However, these tools can till connect to the
process via JM X. In order to expose Tomcat's Java process via IM X, add the following options to
the service settings:

- Dcom sun. managemnent . j nxr enot e. port =3333
- Dcom sun. managenent . j nxr enot e. ssl =f al se
- Dcom sun. managenent . j nxr enot e. aut hent i cat e=f al se

Once the service is run with these options, you can connect to port 3333 using JMX and monitor
the server.

More information about running Java applications as Windows Service can be found at Apache Commons.

Continuewith:  Installation of CloverDX Server (p. 19).

Apache Tomcat on IBM AS/400 (iSeries)

Additional settings are required to run Clover DX Server on theiSeries platform:

18


http://commons.apache.org/proper/commons-daemon/procrun.html

1

2.

Chapter 7. Installing

Declare you are using Java 8.0 32-hit.

Run Javawith parameter - Dj ava. awt . headl ess=t r ue.

To configure the settings, modify (or create) the[ Tontat _hone] / bi n/ set env. sh fileto contain:

JAVA HOVE=/ QOpenSys/ Q BM Pr odDat a/ JavaVM j dk70/ 32bi t
JAVA OPTS="$JAVA OPTS -Dj ava. awm . headl ess=t rue"

Continuewith:  Installation of CloverDX Server (p. 19)

Installation of CloverDX Server

1

Check if you meet the prerequisites:

* Oracle JDK or JRE isinstalled (See Java Virtual Machine (p. 9) for required Java version.)

* JAVA HOME or JRE_HQOVE environment variableis set (see Setting up JAVA_HOME (p. 17)).

A supported version (p. 10) of Apache Tomcat isinstalled.

. It is strongly recommended to adjust the default limits for Memory allocation (see the Memory

Settings (p. 37) section).

Y ou can set theinitial and maximum memory heap size by adjusting the Xms and Xmx JVM parameters:
Unix-like systems:

e Createthe[ Tontat _hone]/ bi n/ set env. shfile.

e Typeor paste in the following lines:

export CATALI NA OPTS="$CATALI NA_OPTS - XX: MaxMet aspaceSi ze=512m - Xns128m - Xnx1024nt
export CATALI NA OPTS="$CATALI NA OPTS - Dder by. syst em home=$CATALI NA HOVE/t enp -server"
echo "Using CATALI NA OPTS: $CATALI NA_OPTS"

Windows systems:
» Createthe[ Tontat _hone] \ bi n\ set env. bat file.

» Type or paste in the following lines:

set " CATALI NA_OPTS=%CATALI NA_OPTS% - XX: MaxMet aspaceSi ze=512m - Xnms128m - Xnx1024nt
set " CATALI NA OPTS=%CATALI NA_OPTS% - Dder by. syst em home=%CATALI NA HOVE% t enp - server"
echo "Using CATALI NA_OPTS: %CATALI NA_OPTS%

Tip
For performance reasons, it is recommended to run the container in the "server mode" by setting

the- ser ver switch, as seen in the settings above.

Notethat on a64-bit capable JDK, only the JavaHotspot Server VM issupported sothe- ser ver
option isimplicit.

3. Go to the download section of your CloverDX account and download the cl over . war (web archive) file

containing Clover DX Server for Apache Tomcat.

4. Copy cl over . war tothe[ Tontat _hone] / webapps directory.
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5. Tomcat should automatically detect and deploy thecl over . war file.
6. Check whether Clover DX Server isrunning:
* Run Tomcat.

» Open anew tab in your browser and type http://localhost:8080/clover/ in the address bar.

» Usethedefault administrator credentials to access the web GUI: username: clover, password: clover.

Continuewith:  Configuration of CloverDX Server on Apache Tomcat (p. 20)

Configuration of CloverDX Server on Apache Tomcat
Tip

Default installation (without any configuration) is only recommended for evaluation purposes.
For production use, a least a dedicated, system database and SMTP server configuration is
recommended.

For easy configuration of CloverDX Server, use Setup GUI (p. 54) in which you can configure various
properties, including the connection to the database, username and password, path to the license file, private
properties, clusters and much more (see Chapter 15, List of Configuration Propertiegp. 82) and Chapter 42,
Cluster Configuration (p. 281). We recommend you place the file in a specified (p. 50)location and define
the path to the file with a system property.

The content of such afile (an example with a PostgreSQL database):

jdbc. driverd assNanme=or g. post gresql . Dri ver

jdbc. url =jdbc: postgresql ://127.0.0. 1/ cl over _db?char Set =UTF- 8
j dbc. user nane=your User nane

j dbc. passwor d=your Passwor d

j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

Properties File in Specified Location

The properties file is loaded from a location specified by a system property or by an environment variable
clover _config fileorclover.config.file.

1. Create the cl over Server. properti es file in a directory readable by Apache Tomcat. (If you need
an example of connection to any of the supported database systems, see Chapter 14, System Database
Configuration (p. 63).)

2. Editthe[ Tontat _hone] / bi n/ set env. sh file(if it does not exist, you can create it).

3. Set the system property by adding the following line into the file:

JAVA OPTS="$JAVA OPTS -Dcl over_config_fil e=/path/to/cloverServer.properties"

Note
v

-Continue with:  Chapter 8, Postinstallation Configuration (p. 37)
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IBM WebSphere

Installation of CloverDX Server on IBM WebSphere (p. 21)
Configuration of CloverDX Server on IBM WebSphere (p. 23)

I mportant

Before installation, check the software requirements, currently supported IBM WebSphere version
and required Java version in the Software Requirements (p. 9) section.

If you encounter any problems during the installation, see Chapter 10, Troubleshooting(p. 42)
for a possible solution.

Installation of CloverDX Server on IBM WebSphere

1. Download and install IBM WebSphere from the official download page.

Note: During installation, make sure the IBM WebSphere profile name does not contain the keyword clover,
otherwise the Clover DX Server won't start properly.

2. 1t is strongly recommended to adjust the default limits for Memory allocation (see the Memory
Settings (p. 37) section).

Y ou can set thelimitsin IBM WebSphere's| ntegrated Solutions Console (default URL : http://localhost:9060/
ibm/console).

& Go to Servers - Server Types — WebSphere application servers —[Server_Name] (default name:
serverl) - Javaand Process Management - Process definition — Java Virtual Machine

b. Change the value in the Maximum heap size field to 2048 MB. The default value (256 MB) is insufficient
for ETL transformations.
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ion servers > serverl > Process definition > Java Virtual Machine

welcome
Guided Activities
[ Servers
[ Server Types
WebSphere application servers

WebSphers MQ servers
web servers

(=] Applications
New Application
= Application Types
WebSphere enterprise applications
Business-level applications
Aszets
Global deployment settings
[ Services
Service providers
Service clients
Bolicy sets
[# Trust service
Security cache
Reliable meszaging state
[=] Resourcas
Schedulers
Object pool managers
[ IMs
[ JDBC
Resource Adapters
[ Asynchronous beans
Cache instances
Mail
URL

Resource Environment

[ Security
Global security
Security domains
Administrative Authorization Groups
SSL certificate and key management
Security auditing

Bus security

i

Configuration | | Runtime

Use this page to configure advanced Java(TM) virtual machine settings.

General Properties

Additional Properties
Classpath

Custom
properties

Boot Classpath

m

[ verbose class loading
I verbose garbage collection

[ verbose 1

Initial heap size
mB

Maximum heap size
2048 MB

[ Run Herot

HProf Arguments

[Tl bebug Made L4

Debug arguments
T .

kst er=y.suspand=n,address=4444

Generic VM arguments

-Dcom.ibm.xml.xIxp.jaxb.opti.level=3

Figure 7.3. Adjusting Maximum heap size limit

¢. Addthefollowing parametersinto the Generic JVM argumentsfield to set the perm space limit and direct

memory limit:

- XX: MaxPer nf5i ze=512M
- XX: MaxDi rect MenorySi ze=512M
d. Javaruntime settings:
Go to Servers - Server Types —WebSphere application servers —[Server_Name] (default name:
serverl) - Java SDKsand select version 1.8 as the default SDK.
e. Save the changesto configuration and restart the server so that they take effect.

. Go to the download section of your CloverDX account and download the cl over . war (web archive) file
containing Clover DX Server for WebSphere.

. Deploy thecl over . war file.

a. GotoIntegrated Solutions Console (default URL.: http://localhost:9060/ibm/consol &/).

b. Go to Applications — New Application — New Enterprise Application, select the CloverDX Server
WAR archive and deploy it to the application server, but do not start it yet.

. Configure application class loading.

Go to WebSphere Enterprise Applications —clover_war (or other name of the Clover application)

- ManageM odules - Clover DX and under Classloader order select Classesloaded with local classloader
first (parent last).

. Save the changes to the Server configuration and start the clover_war application.
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7. Login CloverDX Server.

a. Provided you set cl over . war as the application running with "clover" context path, use the following
URL (notice the port number has changed):

http://local host:9080/clover

b. Activate (p. 32) the CloverDX Server.

¢. Usethedefault administrator credentials to access the web GUI:
Username: clover

Password: clover

Note
v

Please note that some Clover DX features using third party libraries do not work properly on IBM
WebSphere.

» Hadoop is guaranteed to run only on Oracle Java 1.6+, but Hadoop devel opers do make an effort
to remove any Oracle/Sun-specific code. See Hadoop Java Versions on Hadoop Wiki.

e AddressDoctor5 on IBM WebSphere requires additional VM parameter - Xms02048k to
prevent AddressDoctor from crashing JV M. See documentation on AddressDoctor component.

Note that the parameter must be set for Worker, as well. Use the worker.jvmOptions (p. 91)
property.

Configuration of CloverDX Server on IBM WebSphere
Tip

Default installation (without any configuration) is only recommended for evaluation purposes.
For production use, at least a dedicated, system database and SMTP server configuration is
recommended.

For easy configuration of CloverDX Server, use a Setup GUI (p. 54) in which you can configure various
properties, including the connection to the database, username and password, path to the license file, private
properties, clusters and much more (see Chapter 15, List of Configuration Propertiegp. 82) and Chapter 42,
Cluster Configuration (p. 281). We recommend you place the file in a specified (p. 50)location and specify
the path to the file with a system property.

The content of such afile (an example with a PostgreSQL database):

jdbc. driver Cl assName=or g. post gresql . Dri ver

jdbc. url =j dbc: postgresql ://127.0.0. 1/ cl over _db?char Set =UTF- 8
j dbc. user nane=your User nane

j dbc. passwor d=your Passwor d

j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

Properties File in Specified Location

The properties file is loaded from a location which is specified by the environment/system property
clover _config fileorclover.config.file.

1. Create the cl over Server. properti es filein a directory readable by IBM WebSphere. (If you need
an example of connection to any of the supported database systems, see Chapter 14, System Database
Configuration (p. 63).)

2. Set asystem property (or environment variable) cl over _confi g_fi | e pointing to the propertiesfile.
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a. GotoIntegrated Solutions Console (default URL :http://localhost:9060/ibm/consol e/).

- Go to Servers - WebSphere application servers - [Server_name] - Java and Process Management
- Process Definition — Java Virtual Machine - Custom Properties.

c. Create a system property named cl over _confi g_fi | e whosevalueisafull path to the propertiesfile
(e.g.cl over Server. properti es) onyour file system.

3. Restart IBM WebSphere for changes to take effect.

Note
wr

™) Continuewith:  Chapter 8, Postinstallation Configuration (p. 37)
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JBoss Enterprise Application Platform

Installation of CloverDX Server on JBoss EAP (p. 25)
Configuration of CloverDX Server on JBoss EAP (p. 27)

I mportant

Before installation, check the software regquirements, currently supported JBoss EAP versions and
required Java versions in the Software Requirements (p. 9) section.

If you encounter any problems during the installation, see Chapter 10, Troubleshooting(p. 42)
for a possible solution.

Installation of CloverDX Server on JBoss EAP

1. Download and install JBoss EAP from the official download page.

2. It is strongly recommended to adjust the default limits for Memory allocation (see the Memory
Settings (p. 37) section).

Y ou can set the initial and maximum memory heap size by adjusting the "Xms" and "Xmx" JVM parameters
and classloader s memory limit by adjusting the "X X:MaxMetaspaceSize" parameter:

For JBoss EAP standalone maode, follow these steps:
* Unix-like systems:
e Editthe[ JBoss_EAP_hone] / bi n/ st andal one. conf file.

* Add thefollowing line:

JAVA_OPTS="$JAVA OPTS - XX: MaxMet aspaceSi ze=512m - Xns128m - Xmx2048nt'

» Windows systems:

e Editthe[ JBoss_EAP_hone] \ bi n\ st andal one. conf. bat file.

JAVA_OPTS="$JAVA OPTS - XX: MaxMet aspaceSi ze=512m - Xns128m - Xmx2048nt'

3. Go to the download section of your CloverDX account and download the cl over . war (web archive) file
containing Clover DX Server for JBoss EAP.

4. Configure the database connection.

By default, Clover DX Server uses an embedded Derby database; however, such setup is not supported for
production use.

You can use the database connection provided by JNDI-bound datasource deployed by JBoss EAP. In order
to define the datasource, edit thefile:

[ JBoss_EAP_hone] / st andal one/ confi gur ati on/ st andal one. xm

and add the definition of the datasource into the  section  <subsystem
xm ns="urn:jboss: domai n: dat asour ces: 1. 1" > under the element <dat asour ces>. Here is
an example of datasource connecting to aMySQL database:
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<dat asour ce j ndi - nane="j ava: j boss/ dat asour ces/ Cl over DX"
pool - nanme="C over DX- Pool " enabl ed="t rue" >
<connection-url >j dbc: mysql : / /| ocal host: 3307/ cl over Ser ver DB</ connecti on-ur| >
<dri ver>com nysql </dri ver>
<transacti on-i sol ati on>TRANSACTI ON_READ_COWM TTED</ t ransacti on-i sol ati on>
<pool >
<m n- pool - si ze>5</ m n- pool - si ze>
<mex- pool - si ze>50</ max- pool - si ze>
<prefill>true</prefill>
</ pool >
<security>
<user - name>cl over </ user - nane>
<passwor d>Secr et Passwor d</ passwor d>
</security>
<st at enent >
<pr epar ed- st at enent - cache- si ze>32</ pr epar ed- st at enent - cache- si ze>
<shar e- pr epar ed- st at enent s>t r ue</ shar e- pr epar ed- st at enment s>
</ st at enent >
</ dat asour ce>
<drivers>
<driver nanme="com nysql" nodul e="nysql.driver">
<dri ver-class>com nysql . j dbc. Dri ver</driver-cl ass>
</driver>
</drivers>

5. The datasource definition references a module (nysql . dri ver) with the MySQL JDBC driver. Take the
following steps to add the module:

Note

“r
Under JBoss EAP, there are more options to set up CloverDX Server's database: along with
JNDI-bound data source, it is possible to use the embedded Derby database or other supported
database system specified in the Clover DX configuration file.

In order to be able to connect to the database, you need to define aglobal module so that the driver is available
for the Clover DX web application - copying the driver to the | i b/ ext directory of the Server will not
work. Such module is created and deployed in few steps (the example is for MySQL and modul€'s name is
nysql . driver):

a. Create a directory [ JBoss_EAP_hone] / nodul es/ nysql / dri ver/ mai n (note that the directory
path corresponds to module name nmysql . dri ver)

b. Copy the driver mysql - connector-java-5. 1. 5-bi n.jar to the directory and create a file
nodul e. xm there with the following content:

<?xm version="1.0" encodi ng="UTF-8"?>
<nmodul e xm ns="urn:j boss: nodul e: 1. 1" nanme="nysql . dri ver">
<resour ces>
<resour ce-root path="nysql -connector-java-5.1.5-bin.jar" />
</ resour ces>
<dependenci es>
<nmodul e name="j avax. api" />
</ dependenci es>
</ nodul e>

¢. Add the module to global server modules: in case of the standalone JBoss EAP server they are defined in
[ JBoss_EAP_hone]/ st andal one/ confi gurati on/ st andal one. xm . Addthemoduletothe
EE domain subsystem section:

<subsyst em xm ns="urn: j boss: donmi n: ee: 1. 1" >
<gl obal - nodul es>
<nmodul e nanme="nysql .driver" slot="min" />
</ gl obal - nodul es>
<spec-descriptor-property-repl acenent >f al se</ spec- descri ptor-property-repl acenent >

26



Chapter 7. Installing

<j boss-descri ptor-property-repl acenent >t rue</jboss-descri ptor-property-repl acenent >
</ subsyst en>

6. Configure Clover DX Server according to a description in the next section (p. 27).
7. Deploy WAR file.
Copy thecl over . war fileto[ JBoss_EAP_hon®e] / st andal one/ depl oynent s.
8. To start the JBoss platform:
* Unix-like systems:
Run[ JBoss_EAP_hone] / bi n/ st andal one. sh.
* Windows system:
Run[ JBoss_EAP_hone] \ bi n\ st andal one. bat .
It may take a couple of minutes for al applicationsto start.
9. LoginCloverDX Server.
a. Type http://localhost:8080/clover in the browser.
b. Activate (p. 32) the CloverDX Server.
c. Usethedefault administrator credentials to access the web GUI:
Username: clover

Password: clover
Configuration of CloverDX Server on JBoss EAP
Tip

The default installation (without any configuration) is only recommended for evaluation purposes.
For production use, at least a dedicated, system database and SMTP server configuration is
recommended.

For an easy configuration of CloverDX Server, use a Setup GUI (p. 54) in which you can configure various
properties, including the connection to the database, username and password, path to the license file, private
properties, clusters and much more (see Chapter 15, List of Configuration Propertiegp. 82) and Chapter 42,
Cluster Configuration (p. 281). We recommend you place the file in a specified (p. 50)location and specify
the path to the file with a system property.

Properties File in Specified Location

The properties file is loaded from a location which is specified by the environment/system property
clover_config fileorclover.config.file.

1. « Create the cl over Server. properties file in a directory readable by JBoss EAP. (If you need
an example of connection to any of the supported database systems, see Chapter 14, System Database

Configuration (p. 63).):

dat asour ce. t ype=JNDI

dat asour ce. j ndi Nane=j ava: ] boss/ dat asour ces/ C over DXSer ver DS
j dbc. di al ect =or g. hi bernat e. di al ect. MySQLDi al ect

I'i cense. file=/home/clover/config/license. dat
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Do not forget to set a correct JDBC dialect according to your database server (Part I,
“Configuration” (p. 47)). You can set the path to the licensefile, too.

» Alternatively, you can set "JDBC" dat asour ce. t ype and configure the database connection to be
managed directly by CloverDX Server (provided that you have deployed proper JDBC driver module to

the Server):

dat asour ce. t ype=JDBC

jdbc. url =jdbc: nysql : / /1 ocal host : 3306/ cl over Ser ver DB
j dbc. di al ect =or g. hi bernate. di al ect. MySQLDi al ect
jdbc. driverd assName=com nysql . j dbc. Dri ver

j dbc. user nane=cl over

j dbc. passwor d=Secr et Passwor d

I'i cense. file=/home/clover/config/license. dat

2. Setthecl over. confi g. fil e system property (or environment variable).
It should contain the full path to the cl over Ser ver . properti es filecreated in the previous step.

The simplest way to set the system property is to edit the configuration file [ JBoss_EAP_hone] /
st andal one/ confi gurati on/ st andal one. xnl , and to add the following snippet just under the

<ext ensi ons> section:

<system properties>
<property name="cl over.config.file" value="C:/jboss-eap-6.2/cl overServer.properties" />

</ system properties>

3. Restart JBoss EAP for the changes to take effect.
4. Check the Clover DX Server application isrunning:

By default, the Server's console isaccessible at http://localhost:8080/clover.

Note

By default, JBoss EAP has enabled HTTP session replication. Thisrequires session serialization that
is not supported by Clover DX Server and produces lots of harmless errors in JBoss's console.

L

To eliminate these errors, disable the session replication. Edit [ j boss- hone] / st andal one/

confi guration/standal one. xm and comment out the whole <cache- cont ai ner

name="web" aliases="standard-sessi on-cache"> block under the <subsyst em
xm ns="urn:jboss: domai n: i nfini span: 1. 5" > section.

Note

#Continue with:  Chapter 8, Postinstallation Configuration (p. 37)
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Oracle WebLogic Server

Installation of CloverDX Server on Oracle WebL ogic (p. 29)
Configuration of CloverDX Server on Oracle WebL ogic (p. 30)

| mportant

Beforeinstallation, check the software requirements, currently supported Oracle WebL ogic versions
and required Java version in the Software Requirements (p. 9) section.

If you encounter any problems during the installation, see Chapter 10, Troubleshooting(p. 42)
for apossible solution.

Installation of CloverDX Server on Oracle WebLogic

1. Download and install Oracle WebL ogic from the official download page.

WebLogic has to be running and a domain has to be configured. You can check it by connecting to
Administration Console: http://localhost:7001/console/. Username and password are specified during
installation.

2. It is strongly recommended to adjust the default limits for Memory allocation (see the Memory
Settings (p. 37) section).

Y ou can set the initial and maximum memory heap size by adjusting the "Xms" and "Xmx" JVM parameters
and classloader s memory limit by adjusting the "X X:MaxMetaspaceSize" parameter:

e Unix-like systems:

Edit the start script and add:

export JAVA OPTI ONS=' $JAVA OPTI ONS - Xms512m - Xnx2048m - XX: MaxMet aspaceSi ze=512n

e Windows system:
See WebL ogic Server Performance and Tuning.

3. Go to the download section of your CloverDX account and download the cl over . war (web archive) file
containing Clover DX Server for Oracle WebLogic Server.

4. Change HTTP Basic Authentication configuration

» When WebL ogic findsan "Authentication" header inan HTTPrequest, it triesto find auser initsown realm.
This behavior hasto be disabled so Clover DX could authenticate usersiitself.

« Edit the configuration file[ donai nHone] / confi g/ confi g. xm and add:

<enf or ce- val i d- basi c- aut h-credent i al s>f al se</ enf orce-val i d- basi c- aut h-credenti al s>

into<security-configuration>eement (just beforethe end tag).
5. Deploy cl over . war (or an application directory).

UsetheWebL ogic Server Administration Console. Seethe Oracle Fusion Middleware Administrator's Guide
for details.

6. Configure a license and other properties. See Configuration of CloverDX Server on Oracle
WebL ogic (p. 30) for details.
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7. Login CloverDX Server.
a. Type http://localhost:7001/clover in the browser.
b. Activate (p. 32) the CloverDX Server.
c. Usethedefault administrator credentials to access the web GUI:
Username: clover

Password: clover
Configuration of CloverDX Server on Oracle WebLogic
Tip

The default installation (without any configuration) is only recommended for evaluation purposes.
For production use, at least a dedicated, system database and SMTP server configuration is
recommended.

For an easy configuration of CloverDX Server, use a Setup GUI (p. 54) in which you can configure various
properties, including the connection to the database, username and password, path to the license file, private
properties, clusters and much more (see Chapter 15, List of Configuration Propertiegp. 82) and Chapter 42,
Cluster Configuration (p. 281). We recommend you place the file in a specified (p. 50)location and specify
the path to the file with a system property.

The content of such afile (example with a PostgreSQL database):

dat asour ce. t ype=JDBC

j dbc. driver Cl assName=or g. postgresql . Dri ver

jdbc. url =j dbc: postgresql ://127.0.0. 1/ cl over _db?char Set =UTF- 8
j dbc. user nane=your User nane

j dbc. passwor d=your Passwor d

j dbc. di al ect =or g. hi ber nat e. di al ect. Post greSQLDi al ect

Properties File in Specified Location

1. Create the cl over Server. properties file in a directory readable by WebLogic. (If you need an
example of connection to any of the supported database systems, see Chapter 14, System Database
Configuration (p. 63).)

The configuration file should contain DB datasource configuration, SMTP connection configuration, etc. For
details, see Part 111, “Configuration” (p. 47).

2. Set thecl over _config fil e system property (or environment variable) pointing to the configuration
propertiesfile.

e Set the JAVA OPTIONS variable in the WeblLogic domain start script [ domai nHone]/
start WebLogi c. sh

JAVA OPTI ONS="${ JAVA OPTI ONS} -Dcl over _config_file=/path/to/clover-config.properties

3. Restart WebL ogic for changes to take effect.

Note: When Clover DX Server is deployed on WebL ogic and JNDI Datasource pointing to Oracle DB is used,
there must be an extra configuration property in the configuration file:

quartz.driverDel egat eCl ass=org. quartz.inpl.jdbcjobstore. oracl e. webl ogi c. WebLogi cOr acl eDel egat e
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0 Note

»Continue with:  Chapter 8, Postinstallation Configuration (p. 37)
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Activation

Tobeableto execute graphs, Clover DX Server requiresavalidlicense. You caninstall and run Clover DX Server
without any license, but no graph will be executed.

There are three ways of installing the license. They work on all application servers and can be used at the same
time, but only the most recent valid licenseis used.

We recommend using the first and easiest option (for other options, see CloverDX Server Activation
Alternatives (p. 34)):

CloverDX Server Activation using Web Form

If the CloverDX Server has been started without assigning any license, click the Activate server link on the
welcome page. You will be redirected to the Add New License form where you can upload the license file using
the Browse button, or simply copy the license from the file and paste it into the License key text field.

Documentation

Support

CloverDX Home

A Server is not activated. Activate server

o ‘You are already logged in.

Enter server console

Logout

Data Profiler Reporting Console

created by Javiin All rights reserved. License terms

Figure 7.4. Login page of CloverDX Server without license
After clicking the Update button, the license is validated and saved to the database table clover licenses. If the
licenseisvalid, atablewith license's description appears. To proceed to Clover DX Server consoleclick Continue
to server console.

Y ou can skip adding alicense by clicking the Close button.
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Add New License

License key in a file: + Upload file

License key text:

Figure 7.5. Add new license form

Updating CloverDX Server License in the Configuration Section

If the license has been already installed, you can still change it by using form in the Server web GUI.

* Goto server web GUI - Configuration — Setup — License

» Click Update license.

You can paste a license text into a License key text area or use the Browse button to search for alicense filein
the filesystem. To skip adding alicense, click the Close button.

After clicking the Update button, the license is saved to the database table clover _licenses and rel oaded.
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Update License

License key in a file: + Upload file

License key text:

License terms

Update Cancel

o

Figure 7.6. Update license form
Tip

The Clover DX license can be changed at any time by replacing | i cense. dat file. Afterwards,
you haveto let Clover DX Server know the license has changed.

Go to server web GUI - Configuration — Setup — License
» Click Reload license.
» Alternatively, you can restart the Clover DX Server application.

Note

The license in the database is common for all nodes in the cluster. Reloading of the license occurs
on each nodein the cluster.

=) Continue with: Chapter 13, Setup (p. 54)

CloverDX Server Activation Alternatives

If, for any reason, you decide to not use the recommended way of installing the server license, you can choose
one of the following options:
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Activation Using license.file Property
1. Download thel i cense. dat file.
2. SettheCloverDX Server | i cense. fi | e parameter to the full path of thel i cense. dat file.

For list of properties, see Chapter 15, List of Configuration Properties (p. 82).

3. Restart the application server.

Separate License WAR

A simple approach, but it may be used only for a standalone Server running on Apache Tomcat.
1. Download thecl over -1 i cense. war web archivefile.

2. Copycl over-1license. war tothe[t ontat _hone] / webapps directory.

3. Thewar file should be detected and deployed automatically without restarting Tomcat.

4. Check whether the license web-app is running on:

http://[host]:[port]/clover-license/ (Note clover-1icense contextPath is mandatory
and cannot by changed)

Note
wr

" Continue with: Chapter 13, Setup (p. 54)

IBM InfoSphere MDM Plugin Installation

Downloading

IBM InfoSphere MDM Components for CloverDX Server are downloaded as a ZIP file containing the
extension. The ZIPfileisavailable for download under your account on www.cloverdx.comin Clover DX Server
download area, under the Utilities section asthei bm ndm connect or s. ${ ver si on}. zi p file.

Requirements

Requirements of IBM InfoSphere MDM Components:

 supported OS are Microsoft Windows 32 bit, Microsoft Windows 64 bit, Linux 64 bit, and Mac OS X Cocoa
o aleast 512MB of RAM

* installed CloverDX Server

The support for 32 bit Linux was removed in 4.5.0.

Installation into Server

The following steps are needed to install IBM InfoSphere MDM Componentsinto Clover DX Server:
1. Install Clover DX Server, see its documentation for details.

2. Download the ZIP file with IBM InfoSphere MDM Components for the Server and store it on the system
where Clover DX Server isinstalled. For the download instructions, see Downloading (p. 35).
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3. The ZIP file contains a CloverDX plugin. Your Server installation needs to be configured
to find and load the plugin from the ZIP file This is done by setting the
engi ne. pl ugi ns. addi ti onal . src Server configuration property to the absolute path of
the ZIP file, eg. engi ne. pl ugi ns. addi ti onal . src=c:/ Server/i bm mdm connect ors.
${versi on}. zi p (in case the Server is configured via property file).

Details for setting the configuration property depend on your Server installation specifics, application server
used, etc. See CloverDX Server documentation for details. Typically the property would be set similarly to
how you set-up the properties for connection to the Server's database. Updating the configuration property
usually requires restart of the Server.

4. To verify that the plugin was loaded successfully, log into the Server's Reporting Console and

look in the Configuration - CloverDX Info - Plugins page. In the list of plugins, you should see
cl overdx. engine.initiate.

Troubleshooting

If you get an Unknown comnponent or Unknown connecti on error when running a graph with IBM
InfoSphere MDM components, it means that the IBM InfoSphere M DM Components plugin was not loaded by
the Server successfully. Please check the above stepsto install the plugin, especially the path to the ZIPfile.
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Memory Settings (p. 37)
Maximum Number of Open Files (p. 39)

Maximum Number of Processes or Threads (p. 39)
Firewall Exceptions (p. 39)

Memory Settings

Current implementation of JavaVirtual Machineallowsonly aglobal configuration of memory for the VM system
process. Thusthewhole application server, together with WARs and EARSsrunning on it, share one memory space.

Default VM memory settings is too low for running an application container with CloverDX Server. Some
application servers, like IBM WebSphere, increase VM defaults themselves, however they still may betoo low.

The optimal memory limits depend on many conditions, i.e. transformations which Clover DX should execute.
Please note that the maximum limit isn't the amount of permanently allocated memory, but limit which can't be
exceeded. If the limit is exhausted, the Qut OF Mernor yEr r or israised.

JVM Memory Areas

JVM memory consists of several areas. heap memory, PermGen space, direct memory and stack memory.
Since VM memory is not just HEAP memory, you should not set the HEAP limit too high; in case it consumes
whole RAM, JVM won't be able to allocate direct memory and stack for new threads.

Table 8.1. JVM Memory Structure

Type Description

Heap memory | Heap is an area of memory used by JVM for dynamic memory allocation. Required heap
memory size depends on various factors (e.g. complexity of graphs, number of graphs running
in parallel, type of component, etc.), see the respective server container's installation guide in
this documentation. (Note that current heap memory usage can be observed in CloverDX Server
Console (p. 108).)

PermGen Permanent Generation - separate memory space containing classdefinitions and related metadata.
Space (PermGen was removed from Java 8.)

Direct Memory used by graph edges and buffers for 1/O operations.

Memory

Stack Stack Memory contains local, method specific variables and references to other objects in the
Memory method. Each thread has its own stack; therefore, the memory usage depends on the number of

components running in parallel.

Configuring Memory

Y ou can set the minimum and maximum memory heap size by adjusting the "Xms" and "Xmx" JVM parameters.
There are more ways to change the settings depending on the used application container.

Recommended Server Core and Worker Heap Memory Configuration

Optimal distribution of main memory between Server Core and Worker depends on nature of executed tasks. The
recommended defaults of Server Core heap size and Worker heap size for different RAM sizes are in the table
below.

Heap limit isnot alimit of the full memory used by VM. JVM uses memory in addition to the heap size for other
memory spaces, e.g. direct memory. We recommend to set the heap limit to no more than 80% of system memory
size, to leave space for the operating system and other VM memory spaces.
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Table 8.2. Recommended Heap Memory

Server Core Heap Remaining for OS

(estimated)

4GB 1GB 1GB 1GB
8 GB 2-3GB 2-3GB 2GB
16 GB 4-8GB 4-8GB 4GB
32GB 4-8GB 16-20GB 8GB
64 GB 4-8GB 42 -52 GB 8GB

Memory Configuration in Java 8

In Java 8, the memory space for loading classes (so called "Metaspace”) is separated from heap, and can be set by
the VM parameter - XX: MaxMet aspaceSi ze. The default maximum Metaspace size is unlimited.

Please see the specific container section for details on memory settings.
Metaspace

We recommend you to put limit on metaspace memory. Add - XX: MaxMet aspaceSi ze=si ze to command
line parameters of Server Core or Worker. Replace si ze with asuitably high limit. 512MB should be enough.

See https://docs.oracle.com/javase/8/docs/technotes/tool s/unix/java.html
Direct memory

To avoid excessive usage of direct memory, we add - Dj dk. ni 0. maxCachedBuf f er Si ze=262144 to
command line of Worker. We recommend you to add this system property also to the command line of Server
Core. This system property is available since java 1.8.0_102.

In Apache Tomcat, add this system property to JAVA_OPTS environment variable, which is configured in bi n/
set env. shfile

Codecache Size

Some Clover DX Server installations can occasionally run into performance issue: JVM is running more than
hundred times slower. The issue can be caused by a full code cache (Java SE Embedded: Developer's Guide -
Codecache Tuning). The reserved code cache size is platform dependent and can be too small for Clover DX
Server. It ishighly recommended to increase the code cache size using the following JVM argument:

- XX: Reser vedCodeCacheSi ze=256m
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Maximum Number of Open Files

When using resource-demanding components, such as FastSort, or when running a large number of graphs
concurrently, you may reach the system limit on simultaneously open files. This is usualy indicated by the
java.io. |l Oexception: Too many open fil es exception.

The default limit is fairly low in many Linux distributions (e.g. 4096 in Ubuntu). Such a limit can be
easily exceeded, considering that one FastSort component can open up to 1,000 files when sorting 10 million
records. Furthermore, some application containers recommend increasing the limit themselves (8,192 for IBM
WebSphere).

Therefore, it isrecommended to increase the limit for production systems. Reasonable limits vary from 10,000 to
about 100,000 depending on the expected load of Clover DX Server and the complexity of your graphs.

The current limit can be displayed in most UNIX-like systems using the ulimit -Sn command.

The exact way of increasing the limit is OS-specific and is beyond the scope of this manual.

Maximum Number of Processes or Threads

If you run graphs with many subgraphs containing many components, you may reach the limit on number of
threads per user or per system. In thiscase, you can findj ava. | ang. Qut Of MenoryError: unable to
create new native threadingraph'slog.

The current limit on number of processes/threads per user can be displayed in most UNIX-like systems using the
ulimit -Su command. Note that the documentation on ulimit may not distinguish between processes and threads.
Thelimit on number of threads per system can be displayed using the sysctl ker nel.threads-max command. The
exact way of increasing the limit is OS-specific and is beyond the scope of this manual.

Firewall Exceptions

In order to function properly, Clover DX Server requires an outside communication. The table below describes
both incoming and outgoing communication of CloverDX Server. Please, configure your firewall exceptions
accordingly.

Table 8.3. Firewall Exceptions

Traffic Communi Description & Components

Incoming| HTTP(S) [ Communication between Designer and Server

IMX Tracking and debugging information
Outgoing| JDBC Connection to databases (DBInputTable, DBOutputTable, DBEXecute)

gc:]egr?ndi fx Receiving and sending JM S messages (JM SReader, IM SWriter, IMS Listener)

actual HTTP(S) | Requesting and receiving responses from servers (Readers, WebserviceClient,
usage) HTTPConnector)

SMTP Sending data converted into emails (Email Sender)

IMAP/ | Receiving emails (EmailReader)
POP3

FTPR/ Remote file reading and writing (readers, writers)
SFTP/
FTPS:
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Garbage Collector for Worker

We recommend using the G1 garbage collector for Worker, asit behaves better on huge heaps and causes shorter
full stops of the Java Virtual Machine. G1 is the default garbage collector in Java 9 or newer; however, for Java
8 the Parallel garbage collector is the default and G1 isjust optional. Because of that, Clover DX automatically
enables G1 garbage collector for Worker on Java 8.

If worker.javaExecutable (p. 92) is not specified and no specific garbage collector is selected by the
worker.jvmOptions (p. 91) property, Clover DX uses the G1 garbage collector on Worker by default on Java
8. Soif you modify the VM used by Worker, we don't set G1 by default. Also, if you specify a different garbage
collector, we don't override this setting.

Selecting Garbage Collector

Java 8 uses the Parallel garbage collector by default, which we override for Worker to use the G1 garbage
collector. If you wish to use a different garbage collector than G1 for Worker, then it must be specified by
adding the - XX: +UsePar al | el GC (for Parallel GC) command line option for the Worker's VM using the
worker.jvmOptions (p. 91) property.

Note
wr

#Continue with:  Chapter 14, System Database Configuration (p. 63)
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This chapter describes optional installation steps for items not specified in the previous sections.

Adding Libraries to the Worker's Classpath

Worker may need additional libraries, e.g. aJDBC driver library or the Bouncy Castle cryptographic library. There
are two waysto add the libraries.

Using default worker classpath directory

Create awor ker -1 i b directory in the ${ cl over . hone} directory and place the libraries there. The path

set by clover.home (p. 82) can be found in Server GUI under Configuration —CloverDX Info —Server
Properties.

Configuration Property

Create a directory containing the libraries and set the wor ker . cl asspat h configuration property to the path
to this directory.

Worker Support for SMB 2.x and 3.x
Worker supportsthe SMB 2.x and 3.x protocol. It utilizes the SMBJ library dependent on Bouncy Castle.
Before you start using SMB 2.x/3.x & Bouncy Castle:

1. Gototheofficial Latest Bouncy Castle Java Releases page.

2. Locate the section "SIGNED JAR FILES" and download the | atest rel ease.

Download arequired. j ar file. Thefilename consistsof thenamebcpr ov-j dk150n, followed by aversion
number, for example:

bcprov-j dkl50n-158.j ar

3. a. Recommended - after you download the . j ar file, you can point to the directory containing the file by
adding the following line:

-Dcl overetl.snmb2. bouncycastle.jar.fil e=path/to/bcprov-jdkl5on.jar
to the IVM argumentsfield in the Worker (p. 58) tab of Setup GUI.

b. Alternatively - create awor ker - | i b directory in the ${ user . dat a. home}/ d over DX directory
and movethej ar filethere;

4. Now in case of using the recommended method, you only need to restart Worker. When using the alternative
method, restart Clover DX Server for the changes to take effect.
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Since CloverDX Server is considered a universal JEE application running on various application servers,
databases and JVM implementations, problems may occur during the installation. These can be solved with a
proper configuration of the Server environment. This section contains tips for the configuration.

Memory Issues on Derby (p. 42)

JAVA_HOME or JRE HOME Environment Variables Are Not Defined (p. 42)
Apache Tomcat Context Parameters Do Not Have Any Effect (p. 43)

Tomcat L og File catalina.out Is Missing on Windows (p. 43)

clover.war as Default Context on WebSphere (Windows OS) (p. 43)
Derby.system.home Cannot be Accessed (p. 44)

Environment Variables and More than one CloverDX Server Instances Running on Single Machine (p. 44)
Specia Characters and Slashes in Path (p. 44)

File System Permissions (p. 45)

JMS APl and JMS Third-Party Libraries (p. 45)

Using an Unsupported JDBC Connector for MySQL (p. 45)

illegal reflective access warning (p. 45)

Memory Issues on Derby

If your Server suddenly starts consuming too much resources (CPU, memory) despite having been working well
before, it might be caused by arunning internal Derby DB. Typically, causes are incorrect/incompl ete shutdown
of Apache Tomcat and parallel (re)start of Apache Tomcat.

Solution: move to a standard (standalone) database.

How to fix this? Redeploy Clover DX Server:

1. Stop Apache Tomcat and verify there are no other instances running. If so, kill them.
2. Backup the configuration file, if you configured any.

3. Deletethewebapps/ cl over directory.

4. Start the Apache Tomcat server. It will automatically redeploy Clover DX Server.

5. Verify you can connect from Designer and from web.

6. Shutdown Apache Tomcat.

7. Restore the configuration file and point it to your regular database.

8. Start Apache Tomcat.

JAVA_HOME or JRE_HOME Environment Variables Are Not
Defined

If you are getting this error message during an attempt to start your application server (mostly Tomcat), perform
the following actions.

Linux:

This command will help you set a path to the variable on the server.
[cl over @erver /] export JAVA HOVE=/usr/l ocal /jdkl. x. x

Asafina step, restart the application server.
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Windows OS:
Set JAVA_HQOME to your JDK installation directory, e.g. C: \ Program Fi | es\ j ava\j dk1. 8. 0.
I mportant

Some Clover DX functions requires JDK to work correctly, therefore we do not recommend having
only JRE installed.

Apache Tomcat Context Parameters Do Not Have Any Effect

Tomcat may sometimesignore some context parameters. It may cause strange Clover DX Server behavior, since
it appears as configured, but only partially. Some parameters are accepted, some are ignored. Thisissueisrare,
however it may occur in some environments. Such behavior is consistent, so restart has no effect. It's possibly
related to Tomcat issues: Bug #47516 and Bug #50700 To avoid this, please use a propertiesfileinstead of context
parameters to configure Clover DX Server.

Tomcat Log File catalina.out Is Missing on Windows

Tomcat start batch files for Windows aren't configured to create the cat al i na. out file which contains the
standard output of the application. Thecat al i na. out filemay bevital when Tomcat isn't started in the console
and an issue occurs. Or even when Tomcat is executed in the console, it may be closed automatically just after
the error message appearsin it.

Please follow these stepsto enablecat al i na. out creation:

* Maodify [ Tontat hone]/bin/catalina.bat and add a parameter / B to the lines where the
_EXECIAVA variableis set. There should be two such lines:

set _EXECJAVA=start /B [the rest of the |ine]

Parameter / B causes, that "start" command doesn't open a new console window, but runs the command in its
own console window.

» Create anew startup file, e.g. [ Tontat _hone]/ bi n/ st art upLog. bat , containing asingleline:
catalina.bat start > ..\logs\catalina.out 2<&l

It executes Tomcat in the usual way, but the standard output isn't put to the console, but tothecat al i na. out
file.

Then use the new startup file instead of [ Tontat _homne] / bi n/ st art up. bat .

clover.war as Default Context on WebSphere (Windows OS)

If you are deploying cl over . war on the IBM WebSphere server without the context path specified, be sure
to check whether it is the only application running in the context root. If you cannot start Clover DX Server on
WebSphere, check the log and look for afollowing message:

com i bm ws. webcont ai ner. excepti on. WebAppNot LoadedExcept i on:
Failed to | oad webapp: Failed to | oad webapp: Context root /* is already bound.
Cannot start application C overDX

The easiest way to fix the issue is to stop all other (sample) applications and leave only cl over . war running
on the server. That should guarantee the server will be available in the context root from now on (e.g. http://
localhost:9080/).
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- Close page
View: All tasks -
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Figure 10.1. CloverDX Server as the only running application on IBM WebSphere

Derby.system.home Cannot be Accessed

If the Server cannot start and the following message isin the log:

java.sgl.SQLEXxception: Failed to start database 'databases/cloverserver'

then see the next exception for details. After that, check settings of theder by. syst em hone system property.

It may point to an unaccessible directory, or files may be locked by another process. We suggest you set aspecific
directory as the system property.

Environment Variables and More than one CloverDX Server
Instances Running on Single Machine

If you are setting environment variables like cl over _Iicense_file or clover_config_file,
remember you should not be running more than one Clover DX Server. Therefore, if you ever need to run more
instances at once, use other ways of setting parameters (see Part 111, “Configuration” (p. 47) for description
of al possibilities). The reason is the environment variables are shared by all applicationsin use causing them to
share configurations and fail unexpectedly. Instead of the environment variables, you can use system properties
(passed to the application container process using parameter with -D prefix: - Dcl over _confi g_fil e).

Special Characters and Slashes in Path

When working with servers, be sure to follow the folder naming rules. Do not use any special charactersin the
server path, e.g. spaces, accents, diacritics are not recommended. It can produce issues which are hard to find.
If you are experiencing weird errors and cannot trace the source of them, install the application server in a safe
destination like:

C:\ JBoss6\
Similarly, use slashes but never backslashesin pathsinside the*. pr operti es files, e.g. when pointing to the
CloverDX Server licensefile. If you incorrectly use a backslash, it will be considered an escape character and

the server may not work properly. Thisis an example of a correct path:

license.file=C./C overDX Server/license. dat
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File System Permissions

The application server must be executed by an OS user with proper read/write permissions on file system. Problem
may occur, if app-server isexecuted by aroot user for thefirst time, so log and other temp files are created by root
user. When the same app-server is executed by another user, it will fail because it cannot writeto root's files.

JMS APl and JMS Third-Party Libraries

Missing IM S libraries do not cause failure of the server startup, but it is an issue of deployment on an application
server, thusit is still related to this chapter.

cl over. war itself doesnot containj ns. j ar, so it hasto be on an application server's classpath. Most of the
application servers have j ns. j ar by default, but Tomcat, for example, does not. So if the IMS features are
needed, thej ms. j ar hasto be added explicitly.

If the "JIMS Task" feature is used, there must be third-party libraries on a Server's classpath as well. The same
approach isrecommended for IM S Reader/Writer components, even if these componentsallow to specify external
libraries. It isdueto common memory leak in these libraries which causes" OutOfMemoryError: PermGen space”.

Using an Unsupported JDBC Connector for MySQL

CloverDX Server requires MySQL 5 up to version 5.5 included. Using an unsupported JDBC connector for
MySQL might cause an exception, for example:

coul d not execute query
You have an error in your SQ syntax; check the nmanual that corresponds to your MySQ s
to use near 'OPTION SQL_SELECT LI M T=DEFAULT' at line 1

lllegal Reflective Access Warning

When running Clover DX Server on Java9 and later, anillegal reflective access warning may occur. For example,
below is the warning which appears in the log when Worker is starting:

2018-10-09 15:54: 14, 356] t hr eadPool - 1] Wor ker Process ERROR [ wor ker 0@ode01] 106

The warning is a result of changes made in Java 9. (see Understanding Runtime Access Warnings) and has no
effect on the function of Clover DX applications.

Note: The solution below applies only to the Clover DX Server + Tomcat 9 bundle. The procedure may differ
per application server, so if you run another supported application server and want to suppress the warnings, a
combination of the flags (both Tomcat 9 default and those added manually) may be required. The changes must
be done by your server administrator.

In Clover DX Server bundled with Tomcat 9, the warning has been disabled by adding the following flags:
toJDK_JAVA OPTSinset env. sh/set env. bat :

- - add- opens=j ava. base/j ava. uti | =ALL- UNNAMED
- -add- exports=java. xm / com sun. or g. apache. xerces. i nt er nal . par ser s=ALL- UNNAMED

on Worker's command line:

- - add- opens=j ava. base/j ava. | ang=ALL- UNNAMED

- - add- opens=j ava. base/j ava. uti | =ALL- UNNAMED

- - add- exports=java. xm / com sun. or g. apache. xer ces. i nt er nal . par ser s=ALL- UNNAMED
--add- opens=java.rm /sun.rm .transport=ALL- UNNAMED
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Tomcat 9 default flagsin cat al i na. sh/cat al i na. bat :

JDK_JAVA_OPTI ONS="$JDK_JAVA_OPTI ONS - - add- opens=j ava. base/j ava. | ang=ALL- UNNAMED"
JDK_JAVA OPTI ONS="$JDK_JAVA OPTI ONS - - add-opens=java.rm/sun.rm.transport=ALL- UNNAVED"
export JDK_JAVA OPTI ONS
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Chapter 11. Introduction

This part describes in detail the configuration options for Clover DX Server used in a production environment.
In the following chapters, you will find information on setting required properties and parameters, description of
CloverDX Server's Setup GUI elements, parameters for specific database configuration, list of properties usedin
general configuration, instructions on encrypting confidential properties and log files setting.

Note
LY

We recommend the default installation (without any configuration) only for evaluation purposes.
For production use, you should configure a dedicated, system database and set up an SMTP server
for sending notifications.

CloverDX Server Configuration Procedure

For initial configuration after the installation of Clover DX Server, follow these steps:

» Choose a configuration source
Choose a source of configuration data for CloverDX Server. There are severa options for configuration
sources; however, we recommend using a property file on specified location. For more information, see

Chapter 12, Configuration Sources (p. 50).
» Set up adatabase dedicated to CloverDX Server

Now, you should set up a CloverDX Server's database and configure a connection to the database. Choose
a supported database system (p. 10) and read Chapter 14, System Database Configuration(p. 63) for
information and examples on how to create a database, add user/role for Clover, grant it required rights/
privileges, etc.

Once you have set up the database, configure Clover DX Server's connection to the database using the Setup
GUI (p. 54).

» Activatethe server with alicense

After you have set up the database, configured the connection to it and specified the source for configuration
data, you can activate the Server with your license. While it is possible to activate the Server immediately
after installation, we do not recommend this, since after the activation, the license information is stored in the
database. To activate the Server, follow the information in the Activation (p. 32) section.

» Configurethe server

Finally, you can configure the server features. The Setup with a user friendly GUI allows you to configure the
basic, most important features including, encryption of sensitive data, SMTP for email notifications, etc. For
more information, see Chapter 13, Setup (p. 54).

e Configure Worker

Worker is the executor of jobs, al jobs run in the Worker by default. It runs in a separate process (JVM), so it
requires configuration in addition to the Server Core.

Basic configuration of the Worker can be done in the Worker (p. 58) page of the Setup (p. 54) For
al configuration properties of Worker see Worker - Configuration Properties(p. 90) See the Chapter 26,
Troubleshooting Worker (p. 165) section for useful tips on solving issues.

The following are the typical areas that need to be configured for Worker:

» Heap memory size - required heap size for Server Core and Worker depends on the nature of executed jobs.
In general, Worker should have higher heap allocated, asit runs the jobs which represent the bulk of memory
consumption.

See our recommendations (p. 37) for heap sizes of Worker and Server Core.
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Heap size of Worker can be easily configured in the Worker (p. 58)tab of Setup (p. 54) or via the
worker.maxHeapSize (p. 91) configuration property.

» Classpath - the Worker's classpath is separate from Server Core (i.e. application container classpath). Any
libraries needed by jobs executed on Worker need to be added on the Worker's classpath.

See the worker.classpath (p. 90) configuration property for more details.

« Command line options - Worker is started as a separate process with its own VM. If you need to set VM
command line options, e.g. for garbage collector (p. 40) tweaking, better diagnostics, etc., then you need to
set them on the Worker's VM. See Additional Diagnostic Tools (p. 164) section for useful options for
troubleshooting and debugging Worker.

Command line options of Worker can be easily customized in the Worker (p. 58)tab of Setup (p. 54)
or viathe worker.jvmOptions (p. 91) configuration property.

« JNDI - Worker has its own JNDI pool separate from the application container JINDI pool. If your jobs use
JNDI resources (to obtain JDBC or JMS connections), you have to configure the Worker's INDI pool and
its resources.

See INDI in worker (p. 92) section for more details.
Encrypt the configuration

Asthe last step, we strongly recommend you to encrypt the configuration file to protect your sensitive data.

For more information, see the Encryption (p. 59) section.

v

Database License

CloverDX Server
Database

configuration
prop1=vall
prop2=val2
prop3=val3

Configuration file Encryption

Figure 11.1. CloverDX Server's System Database Configuration
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Configuration File on Specified L ocation (p. 50)
Alternative Configuration Sources (p. 50)

Priorities of Configuration Sources (p. 51)
Specifying the Path to the Configuration File (p. 52)

Once installed, CloverDX Server requires the configuration of essentia (database connection, license,
sandboxes) and optional (SMTP, LDAP, etc.) features. The configuration is done by specifying configuration

properties (p. 82) ina[ property- key] =[ property-val ue] format.
I mportant
The configuration might contain sensitive data; therefore, CloverDX Server enables you to

encrypt the configuration properties (for more information, see Chapter 16, Secure Configuration
Properties (p. 101)).

CloverDX can load the configuration properties from several sources. We recommend the easiest, most
convenient way:

Configuration File on Specified Location

Thecl over Server. properti es configurationfileisatext filewhich containsall Clover DX settings. You
can edit the file either manually or using a much simpler and intuitive Setup GUI (p. 54).

Example of configuration file's content for PostgreSQL database:

# Modify the url, usernane and password for your environnent.
jdbc. driver Cl assName=or g. post gresql . Dri ver

jdbc. url =j dbc: post gresql : // host nane/ cl over _db?char Set =UTF- 8

j dbc. user nane=user

j dbc. passwor d=pass

j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

The path to the file can be specified by system property, context parameter or environment variable.
Werecommend specifying the path withthecl over. confi g. fi | e system property.
Examplefor Apache Tomcat:

Editbi n/ set env. sh (orbi n\ set env. bat )andadd- Dcl over. confi g. fil e=/ absol ut e/ pat h/
to/ cl over Server. properties to CATALI NA OPTS.

For more information and examples on the supported application containers, see Specifying the Path to the
Configuration File (p. 52).

Alternative Configuration Sources

There are other sources of configuration properties, as well. Each source containing the configuration data has a
different priority. If aproperty isn't set, application's default setting is used.

Warning

Combining configuration sources could lead to a confusing configuration which would make
maintenance much more difficult.

e Environment Variables
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Environment variables are variables configured by means of your operating system (eg. $PATH is an
environment variable).

Set an environment variable with the cl over . prefix,i.e. (cl over.config.file).

Some operating systems may not use adot (. ) character, so underlines (_) may be used instead of dots. So the
clover _config fil e nameworksaswell.

e System Properties
System properties are configured by means of VM, i.e. with the- Dargument (- Dcl over . config. fil e).
Set a system property with thecl over . prefix,i.e. (cl over.config.fil e).
Underlines (_) may be used instead of dots (. ) sothecl over _confi g_fi | e nameworksaswell.

» Configuration File on Default L ocation

A text file containing configured Clover DX properties. By default, Clover DX searches for the file on the
[ AppServerDir]/cl over Server. properti es path.

» Modification of Context Parametersin web.xml

Thisway isn't recommended, since it requires amodification of the WAR file, but it may be useful when none
of the approaches above are possible.

Unzipcl over . war and modify the WEB- | NF/ web. xmi file. Add the following piece of codeinto thefile:

<cont ext - par an>
<par am name>[ property- nanme] </ par am nane>
<par am val ue>[ property-val ue] </ par am val ue>
</ cont ext - par an>

» Context Parameters (Available on Apache Tomcat)
Some application servers allow you to set context parameters without modification of the WAR file.

Thisway of configuration ispossible, but it isnot recommended, as Apache Tomcat may ignore some context
parametersin some environments. Using the configuration file is almost as convenient and much morereliable.

Examplefor Apache Tomcat:

On Tomcat, it is possible to specify context parameters in a context configuration file [ Toncat _hone] /
conf/ Catal i na/l ocal host/ cl over. xm whichis created automatically just after deployment of the
CloverDX Server web application.

Y ou can specify a property by adding this element:

<Par amet er nane="[ propertyNanme]" val ue="[propertyVal ue]" override="fal se" />

(Note: by settingtheover r i de attributetof al se), the context parameter doesnot override the default setting
associated with the owning host.)

Priorities of Configuration Sources

Configuration sources have the following priorities (from the highest to lowest):

1. Context parameters
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Context parameters are specified in an application server or directly inaweb. xm file (not recommended).
2. External configuration file

The path to the external configuration file can be specified in several ways. CloverDX Server attemptsto find
thefilein this order (only one of them isloaded):

a. the path specified withaconf i g. fi | e context parameter;

b. the path specified with a cl over _config file or clover.config.file system property
(recommended);

c. the path specified withacl over _config_fileorcl over.config. fil e environment variable;
d. the default location ([ AppServerDir]/cl over Server. properti es).

3. System properties

4. Environment variables

5. Default values

Specifying the Path to the Configuration File

Setup (p. 54) uses the configuration file to save the Server's settings. The path to the file is specified by the
cl over.config. fil e system property. Each application server has a different way to configure the path:

» Apache Tomcat

Edit bi n/ setenv. sh (or bin/setenv. bat) and add - Dcl over. config.fil e=/absol ute/
pat h/to/ cl over Server. properties to CATALI NA_OPTS.

See also Apache Tomcat (p. 17).
» JBoss Enterprise Application Platform

Edit the configuration file / st andal one/ confi gur ati on/ st andal one. xm and add the following
snippet just under the <ext ensi ons> section:

<system properties>
<property name="cl over.config.file" value="C:/jboss-eap-6.2/cl overServer.properties" />
</ system properties>

See also JBoss Enterprise Application Platform (p. 25).

* IBM WebSphere

1. Goto Integrated Solutions Console (default URL :http://localhost:9060/ibm/consol €/).

2. Go to Servers - WebSphere application servers - [Server_name] - Java and Process Management
- Process Definition — Java Virtual Machine — Custom Properties.

3. Create asystem property named cl over _confi g_fil e whose valueisafull path to the propertiesfile
(eg.cl over Server. properti es) onyour file system.

See also IBM WebSphere (p. 21).
» Weblogic
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Set JAVA_OPTIONSvariablein the WebL ogic domain start script [ domai nHone] / st art WebLogi c. sh

JAVA_OPTI ONS="${ JAVA_CPTI ONS} - Dcl over _config_file=/path/to/clover-config.properties

See also Oracle Webl ogic Server (p. 29).

Note

") Continue with: Chapter 14, System Database Configuration (p. 63)
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Before You Start (p. 54)
Using Setup (p. 55)

While it is possible to configure Clover DX Server by modifying the configuration file (p. 56)in a text editor,
the Setup with a user-friendly GUI offers a much easier way of configuring basic properties according to your

preferences and requirements. Setup is accessible from Server Console under Configuration — Setup.

It lets you configure:

License (p. 57)
 Database Connection (p. 57)
» Worker (p. 58)

» Sandbox Paths (p. 58)

» Encryption (p. 59)

e E-mail (p. 59)

» LDAP Connection (p. 60)

Cluster Configuration (p. 61)

Remember that you should createadatabasefor Clover DX Server and add auser/rolefor Clover with appropriate
rights befor e you set up the connection to the database in the server's Setup GUI.

CloverDX Server requiresaworking database connection for storing license information. Therefore, it allows
you to accessthe Setup and configure the connection prior the Server activation - smply log inthe Server Console
and click the Close button. Otherwise, you would have to activate the server again, after switching from Derby
to anew system database.

I mportant

To access the Setup section, you need the Server Setup permission (p. 142).
Tip

To keep your settings and data in case of a database migration (e.g. from evaluation to production
environment), see Chapter 23, Server Configuration Migration (p. 156).

Before You Start

Before you start using the Setup, you have to specify the path to the configuration file where the Setup saves the
settings, and add required libraries to the classpath.

1. Specify the Path to the Configuration File
Setup uses the configuration file to save the server's settings. The path to the file is specified by the

cl over.config.fil e system property. Each application server has a different way to configure it; for
more information, see the Specifying the Path to the Configuration File (p. 52) section.

2. Add Librariestothe Classpath
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As the next step, you should place the libraries required for further configuration on the application server's
classpath (in most cases, thisis done by placing the files into a specific directory). Y ou usually need a JDBC
driver for the connection to the database or a. j ar file with an encryption provider.

For example, in case of Apache Tomcat, copy the libraries to the TOMCAT/ | i b/ folder. Then, restart the
application server.

3. Configure Particular Items

Now, you can use the Setup to configure the rest of the Server's features (see the following section). The
configuration is then saved into afile defined inthecl over. confi g. fi | e property.

If you wish to encrypt the sensitive datain you configuration file, set up the Encryption first.
4. Restart the Server (if needed)

Some changes require you to restart the Server. These changes are indicated by the ¢ icon. Other changes (e.g.
License, Sandboxes, E-mail, LDAP) are applied immediately and do not require a restart.

Using Setup

Each setup page consists of a menu with setup tabs on the left, a main configuration part in the middle and a
configuration status and text on the right side.

The main configuration part contains several buttons:

 Save saves changes made to the configuration file. The changes in the configuration must be valid.

» Save Anyway saves the configuration even if it isinvalid. For example, a database connection is considered
invalid if arequired library ismissing.

» Validate validates the configuration on a current tab. If you see the Save button disabled, use Validate to
validate the configuration first.

 Discard Changes discards unsaved changes and returns to currently used values.
Thefollowing icons can appear in the Server GUI:
+ configured tab
= inactive tab
error
warning
< restart required
a pending changes which have not been saved yet
If an error/warning icon appears, a status message on the right side of the Setup GUI will provide relevant details.

If you start the Server without configuration, you will see decorators pointing to the Setup. The decorators mark
problems which require your attention. The displayed number corresponds to the number of items.
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[ Monitoring -

' Configuration File Configuration File Current Status + ok
Status History v License Configuration file of the CloverDX Server that stores basic seftings. Most of the settings defined
in the other Setup sections are stored in this file STATUS MESSAGES
Server Logs v Database ’
1 profiler.reporting.consoleshttp: //localnost: 8083 /profiler
P, Execution History Worker o v ey = filo s C:/Us 1.0.Tomcat-
3 - 9.0.10/cloverconflclover properties set by system property clover_config_file.
 Task History + Sendboxes properties in the sandboxes root path
sandboxes . home=${catalina. hor ADDITIONAL INFORMATION
Encryption 6 sandboxes. home. locala${catal e
& Schedules Email a 2 o . This section is to specify advanced configuration options not presented in other sections
2 omment lines bellow lockout after number of failed Use caution for there is no validation of most of entered settings.
& Daw services - LoAP 1 r which a next failed login attempt
HTTPS Connectors v Cluster 1
12
& Event Listeners B
1 e failed login attempts are counted
1
x
B Sandboxes 1 sful login attempt will unlock
/ Configuration ~ = 5 I
Users
Groups
Securiy

Temp Spaces
System Info
CloverDX Info
Export

Import

- setup

Figure 13.1. Setup GUI with decorators

Configuration File

The Configuration tab displays the content of the configuration file. For basic setting, you do not have to edit the
content of the file manually. Instead, use the particular Setup tab to configure the corresponding subsystem. For
advanced setting, see Chapter 15, List of Configuration Properties (p. 82).

Configuration File

Configuration file of the CloverDX Server that stores basic settings. Most of the settings defined
in the other Setup sections are stored in this file

1 profiler.reporting.console=http://localhost:8@83/profiler
2 server.env.min_heap_memory=384
4 ##Following properties are primarily used in the sandboxes root path

specification.
5 sandboxes.home=%{catalina.home}/sandboxes
& sandboxes.home.local=${catalina.home}/sandboxe
sandboxes.home.partitioned=${catalina.home}/sa
& # Worker Settings
9 worker.initHeapSize = 2848
worker.maxHeapSize = 4096
worker.portRange = 18500- 18680

S

-partitioned

3 ## Uncomment lin

4 ## Mumber of fa
will lock the user

## @ means feature is switched off

## default suggested value is 58

7 #security.lockout.login.attempts=5@

8 ## Periods are specified in seconds

9 ## Period of time during which the failed login attempts are counted
## Default is 68s (1 min)

rity.lockout.res riod=6@

22 ## Period of time after which a successful login attempt will unlock

\ ly locked user

is 3@8s (5 min)

#security.lockout.unlock.period=36@

25 ## Comma separated list of emails

bellow to enable user lockout after number of failed logins
d login attempts after which a next failed login attempt

will be notified when user is locked
rity.lockout.notification.email=

## Uncomment lines bellow to enable cluster mode
#cluster.
#cluster.
#cluster
#cluster
#cluster.j
#cluster.
#cluster

bind_address=localhost
start_port=7300
-tcpping.in 1_hosts=localhost[78@a]

ving sections to use a
# instead of the embedded Derby. This is
# recommended practice for production deployments.

| (™ Discard Changes " B Save " B Download ” &3 Update Status |

Figure 13.2. Example of the Server Configuration file
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License

The License tab lets you add/update, show or reload the license. The type of the license determines what
CloverDX Server'sfeatures are activated.

I mportant
L "

Thelicenseisstored in the database; therefore, you should configure the database prior activating
the Server with alicense. Otherwise, you will have to specify the license again.

Similarly, if you change the database, you will be prompted to re-activate the Server.

License

CloverDX Server license grants you the ability to use the server and specifies capabilities of this
server installation

AVAILABLE LICENSES

License number Company name Products License storage dE::::rnﬁ Active
Server
e Cluster(5.0.x); ATABAS 0
Javlin {internal) Data DATABASE 22.1.201 o
Quality(5.0.x)
+  Show detail
License number License name Server
Cluster
Info Company address
Version 5.0x Days until expiration 85
Max allowed CPUs 32 Platform
Jobflow Q Scheduling allowed Q
Graph event listener Jobflow event listener
allowed o allowed o
File event listener JMS message event
allowed o listener allowed o
Groovy event listener Task event listener
allowed o allowed o
Data partitioning .
allowed e Clustering allowed e
Launch Services API
Max cluster nodes 4 allowed e
Simple HTTP API
alowed O JMX APl allowed (@
Data Service allowed o
Update License " Show License " Reload License |

Figure 13.3. The License tab

Database

The Database tab lets you configure the connection to the database. Y ou can connect via:
- JDBC

Under JDBC connection, choose your Database from the first drop-down list. This will enable you to choose
a Database URL template from the second drop-down list. In this template (e.g. j dbc: post gresql : //
host : 5432/ dbnane for PostgreSQL), replace the host and dbname keywords with proper values.

Next, enter the User name and Passwor d for your database (default User name/Password: clover/clover).

7

Note

An Apache Derby JDBC 4 compliant driver isbundled with Clover DX Server. If you use another
database system, add a JDBC 4 compliant driver on the classpath .
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* JNDI

With INDI, you can access the Datasource on an application server level. Select your Database and choose a
suitable item from a JNDI tree For more information, see INDI DB Datasource (p. 75).

Database Database
Database is used to store CloverDX Servers configuration (users, event listeners, etc ) and Database is used to store CloverDX Server's configuration (users, event listeners, efc.) and
runtime state information (running jabs, task logs, etc.) runtime state information (running jobs, task logs, etc.)
CONNECTION TYPE CONNECTION TYPE
® JDBC connection JDBC connection
JNDI data source * JNDI data source
CONNECTION SPECIFICATION CONNECTION SPECIFICATION
Database PostgreSQL =7 Database PostgreSQL 4
Database URL = JNDI data source name L
User name
C Discard Changes " B Save || Validate
Password
' Discard Changes " B Save " Validate |

Figure 13.4. Database connection configuration for JDBC (left) and JNDI (right)

Worker

The Worker tab lets you configure Worker properties.

Y ou can change I nitial and M aximum heap size for Worker, include JVM arguments and set Port range for
communication with Worker.

Changes in Worker require restart - click on the Actions button in the right pane and select Finish jobs and
restart or Restart now.

Worker
This SllDS}"SlEm of CloverDX Server is T’BSDDHS\DIG for running JDDS.
MEMORY SETTINGS

Initial heap size (MB) 2048

Maximum heap size (MB) 4096

JVM ARGUMENTS

CONNECTION

Port range 10500 - 10600 [i]

C Discard Changes " B Save |

Figure 13.5. The Worker tab

Sandboxes

The Sandboxes tab lets you configure a path to shared (p. 277) local (p. 277)and partitioned (p. 278)
sandboxes.
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Sandboxes Sandboxes
sandboxes store project's files such as graphs, metadata, input and output data, etc. sandboxes store project's files such as graphs, metadata, input and output data, etc.
SANDBOX LOCATION SANDBOX LOCATION
Sandboxes home  C:\Users\clover\CloverDXServer.5.0.2 Tomeat-9.0.10/sandboxes o Shared sandbaxes home  /homel/javiin/sandboxes/cluster_shared
Resolved path: C:/Usersiclover/CloverDXServer 5.0.2 Tomeat-9.0.10/sandboxes Resolved path: /nome/javiin/sandboxesicluster_shared

Local sandboxes home Vi " |
C Discard Changes " 9 save || Validate S{clover home}/sandboxes-local

Resolved path: /nomefjaviin/CloverETL/sandboxes-local

Partitioned sandtllnxes ${clover home}/sandboxes-partitioned
home
Resolved path: /homefjaviin/CloverETL/sandboxes-partitioned

|C Discard Changes " B Save || Validate |

Figure 13.6. Sandbox path configuration with clustering disabled (left) and enabled (right)

Encryption

To secure your sensitive data in the configuration file, you can use the Encryption feature. In the Encryption
tab, choose a desired Encryption provider and Encryption algorithm; among the default algorithms, the
PBEWithSHA1AndDESede is the strongest.

However, since the default algorithms are generally weaker, we recommend using Bouncy Castle - afree custom
JCE (Java Cryptography Extension) provider offering a higher strength of encryption.

Note that in case you use a custom provider, the libraries have to be added on the cl asspat h (in the same way
as database libraries).

Encryption
Passwords and other sensitive information can be encrypted in the configuration file.

+ Enable encryption

ENCRYPTION CONFIGURATION

Encryption provider SunJCE M : ]
Encryption algorithm  PBEWithMD5AndDES hd
| C Discard Changes ” B Save || B Save & Encrypt || Validate |

Figure 13.7. Encryption configuration

E-Mail

The E-mail tab lets you configure a connection to an SMTP server so the CloverDX Server can send an
email (p. 173) reporting the server status/ events on the server.

To make sure the configuration of Outgoing SMTP Server is correct, you can check that the SMTP server can
be reached by sending atest email from the dialog.
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CloverDX Server can send email notifications about various events, such as a failed graph.

«  Enable SMTP connection

QOUTGOING SMTP SERVER

Mail protocol

SMTP host

IP port

Network timeout (ms)
User name
Password

Additional properties

TEST EMAIL

To
From
Subject

Message text

smtp =

25

5000

Administrator
CloverDX Setup SMTP Test

This is a testing message from CloverDX
Server Setup.

Send Email

C Discard Changes "B Save || Validate |

Figure 13.8. E-mail configuration

The LDAP tab lets you use an existing LDAP database for user authentication.

Specify a connection to the LDAP server and define a pattern for user DN. Login Test allows you to validate the
login using any user matching the pattern.

For more information, see LDAP Authentication (p. 125).
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LDAP Setup
CloverDX Server can authenticate users against an LDAP directory.

« Enable LDAP authentication
AUTHENTICATION POLICY

® Use LDAP for user authentication only

Use LDAP for user authentication and user synchronization
CONNECTION SPECIFICATION

Context factory com sun jndi.ldap.LdapCixFactery
LDAP host  ldap.forumsys.com
IPport 389

Use encryption (SSL)

Referral processing ignore =
USER AUTHENTICATION

User DN pattem uid=5{username},dc=example,dc=com o

Example: uid=${userame},ou=employees, dc=company,dc=com or just ${username}
LOGIN TEST

User name

Password

Validate Login

' Discard Changes " B Save |

Figure 13.9. LDAP configuration

Cluster

The Cluster tab lets you configure clustering features.

In case your license does not alow clustering, the Enabl e cl ust eri ng checkbox is grayed out and the note
The |icense does not allow clustering. appearsat thetop.

For more information, see Part V11, “Cluster” (p. 276).
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Cluster

CloverDX Server can distribute workload within a cluster of servers for higher performance and
reliability.

+  Enable clustering

CLUSTER IDENTIFICATION

Cluster group name  cloverCluster 0

NODE IDENTIFICATION

Cluster node 1D node01 (i ]
This node URL = (1]
Bind address 127.0.01 = (i ]
IPport 7800
C Discard Changes " B Save " Validate |

Figure 13.10. Cluster configuration

62



Chapter 14. System Database Configuration

The Clover DX Server license, as well as user's information, event listeners and other services, are saved in a
database. For stability and performancereasons, the default A pache Derby databaseisnot supported for production
environment; therefore, you should choose one of the supported DB systems.

| mportant

Since CloverDX Server stores important data in a database, you should create a system database
and set up aworking connection befor e you activate the Server with license and configure it.

For details on how to set up a connection to an external system database, see the list of examples below. The
examples contain details on creating databases in DB systems supported by Clover DX Server and configuring a
working connection between the database and the Server.

It is possible to specify common JDBC DB connection properties (see below) or a JNDI location of DB
Datasource.

Clustered Deployment

In aclustered deployment, at least one nodein the cluster must have aDB connection configured. Other nodes may
have their own direct connection (to the same DB), or may use another node as a proxy for persistent operations,
however, the scheduler is active only on nodes with adirect connection. For more information about the feature,
see Part VI, “Cluster” (p. 276).

Setting up a CloverDX Server's System Database
1. Create a database

» Choose one of the supported database systems and create a database dedicated to Clover DX Server. Add a
user/role for Clover and grant it required rights/privileges.

2. Configure common JDBC connection properties

» Some JDBC connection properties are common for al supported database systems. If you use a properties
filefor configuration, specify these properties:

jdbc.driver ClassName
Class name for JDBC driver name.

jdbc.url | IDBC URL used by Clover DX Server to store data.

jdbc.userjname
JDBC database username.

jdbc.pasgword
JDBC database password.

jdbc.dialect
Hibernate dialect to use in Object-relational mapping (ORM).

3. Add aJDBC 4 compliant driver on the classpath.

e Asthelast step, add a JDBC 4 compliant driver on the classpath. A JDBC Driver which doesn't meet JDBC
4 won't work properly.

Below isalist of examples of individual database systems configurations.

Examples of Database Configurations

» Embedded Apache Derby (p. 65)
* MySQL (p. 66)
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» DB2(p. 67)
» Oracle (p. 70)
» Microsoft SQL Server (p. 71)

* PostgreSQL (p. 73)
* INDI DB Datasource (p. 75)

For officially supported versions of particular database systems, see Database servers (p. 10).
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Embedded Apache Derby

The Apache Derby embedded DB is used with a default CloverDX Server instalation. It uses the working
directory as a storage for data persistence by default. This may be a problem on some systems. In case of any
problems with connecting to Derby DB, we recommend you configure a connection to external DB or at |east
specify the Derby home directory:

Configuretheder by. syst em homne system property to set path which isaccessiblefor application server. You
can specify this system property with this VM execution parameter:

- Dder by. syst em hone=[derby DB fil es_root]

Example of a propertiesfile configuration:

jdbc. driverC assNanme=or g. apache. der by. j dbc. EnbeddedDri ver
jdbc. url =j dbc: der by: dat abases/ cl over Db; cr eat e=t r ue

j dbc. user nane=user

j dbc. passwor d=passwor d

j dbc. di al ect =com cl overet| . server. dbschena. Der byTabl el dDi al ect

Takeacloser look at thej dbc. ur | parameter. Thedat abases/ ¢l over Db part meansasubdirectory for DB
data. This subdirectory will be created in the directory whichisset asder by. syst em hone (or intheworking
directory if der by. syst em hone isnot set). You may change the default value dat abases/ cl over Db.

A Derby JDBC 4 compliant driver is bundled with CloverDX Server, thus there is no need to add it on the
classpath.

Note
wr

") Continuewith:  Encrypted JNDI (p. 76) or Activation (p. 32)
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MySQL

Creating Database (p. 66)
CloverDX Server Setup (p. 66)

Clover DX Server supports MySQL 5, up to version 5.6 included.

Creating Database

The following stepswill createacl over _db database and the cl over user with cl over password.

1. Create database cl over _db, set charset and collate.

CREATE SCHEMA cl over _db CHARACTER SET utf8 COLLATE utf8_uni code_ci ;

2. Useclover_db asthe current database.

USE cl over _db;

3. Create a new user with password and host.

CREATE USER 'cl over' @% | DENTI FI ED BY ' cl over';

4. Add all privilegesto user 'clover' in DB clover_db.

GRANT ALL ON cl over_db.* TO 'clover' @% ;

5. Reload privileges.

FLUSH pri vi |l eges;

CloverDX Server Setup

Example of a propertiesfile configuration:

jdbc. driverd assName=com nysql . j dbc. Dri ver

jdbc. url =jdbc: nysql ://127.0.0. 1: 3306/ cl over _db?useUni code=t r ue&char act er Encodi ng=ut f 8
j dbc. user nane=cl over

j dbc. passwor d=cl over

j dbc. di al ect =or g. hi bernat e. di al ect. MySQ.Di al ect

Add aJDBC 4 compliant driver on the classpath. A JDBC Driver which doesn't meet JDBC 4 won't work properly.

Note
v

-Continue with:  Encrypted JNDI (p. 76) or Activation (p. 32)
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DB2

Creating Database (p. 67)
CloverDX Server Setup (p. 67)

Troubleshooting (p. 68)
DB2 on AS/400 (p. 69)

Creating Database

1. Create adedicated user for the Clover DX database and set a password (UNIX/Linux).

user add cl over

passwd cl over

2. Create anew database.

db2 " CREATE DATABASE cl overdb PACESI ZE 32768 RESTRI CTI VE'

3. Activate the database.

db2 activate db cl overdb

4. Connect to the database.

db2 connect to cl overdb

5. Grant the user DBADM authority (DBADM authority isan administrative authority for aspecific database. The
database administrator possessesthe privilegesthat are required to create objects and i ssue database commands.
By default, DATAACCESS and ACCESSCTRL authority are also granted).

db2 " GRANT DBADM ON DATABASE TO USER cl over”

6. Disconnect from database

db2 connect reset

CloverDX Server Setup

Example of a propertiesfile configuration:

jdbc. driverCl assName=com i bm db2.j cc. DB2Dri ver
jdbc.url = jdbc: db2://1 ocal host: 50000/ cl over

j dbc. user nane=cl over

j dbc. passwor d=cl over

j dbc. di al ect =or g. hi ber nat e. di al ect. DB2Di al ect

Add aJDBC 4 compliant driver on the classpath. A JIDBC driver which doesn't meet JDBC 4 specifications won't
work properly.
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Troubleshooting
Wrong pagesize

The cloverdb database has to be created with suitable PAGESI ZE. DB2 has severa possible values for this
property: 4096, 8192, 16384 or 32768.

CloverDX Server should work on DB with PAGESI ZE set to 16384 or 32768. If the PAGESI ZE valueis not set
properly, there should be an error message in the log file after failed Clover DX Server startup.

Theerror indicating wrong pagesize:

ERROR:

DB2 SQ. Error: SQ.CODE=-286, SQLSTATE=42727, SQLERRMC=16384;
ROOT, DRI VER=3. 50. 152

SQLERRMC contains suitable value for PAGESI ZE.

Solution:

Y ou can create a database with a proper page size using the PAGESI ZE command, e.g.:

CREATE DB cl over PAGESI ZE 32768

The table is in the reorg pending state

On rare occasions, the ALTER TABLE commands may cause tables to remain in "reorg pending state". This
behavior is specific for DB2. The ALTER TABLE DDL commands are executed only during the first start of a
new Clover DX Server version.

Theissue may return thefollowing error messages:

Operation not allowed for reason code "7" on table "DB2l NST2. RUN RECORD". .
SQ.CODE=- 668, SQ.STATE=57016

DB2 SQL Error: SQLCODE=-668, SQLSTATE=57016, SQLERRMC=7; DB2l NST2. RUN_RECORD, DRI VER=3. 5
Inthiscase, the"RUN_RECORD" tableisin the"reorg pending state" and "DB2INST2" isthe DB instance hame.
Solution:

Go to DB2 console and execute the following command (for table run_record):

reorg table run_record

DB2 console output should look like this:

db2 => connect to cloverl
Dat abase Connection | nfornation

DB2/ LI NUX 9.7.0
DB21 NST2
CLOVER1

Dat abase server
SQL authorization ID
Local database alias

db2 => reorg table run_record

DB20000I The REORG command conpl et ed successful ly.

db2 => di sconnect cloverl

DB20000I The SQ. DI SCONNECT conmand conpl et ed successful ly.

"cloverl" isDB name
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DB2 does not allow ALTER TABLE which trims DB column length.

Thisproblem dependson the DB2 configuration and has been experienced only on some AS400s, sofar. Clover DX
Server appliesaset of DP patches during thefirst installation after the application upgrade. Some of these patches
may apply column modifications which trim the length of the text columns. These changes never truncate any
data, however DB2 does not allow this since it "may" truncate some data. DB2 refuses these changes even in
empty DB table.

Solution:
Disable the DB2 warning for data truncation, restart Clover DX Server which applies patches, then enable DB2

warning again.

DB2 on AS/400

The connection on AS/400 might be dlightly different.

Example of a propertiesfile configuration:

jdbc. dri verd assName=com i bm as400. access. AS400JDBCDx i ver

j dbc. user nane=user

j dbc. passwor d=passwor d

jdbc. url =j dbc: as400: // host/cl oversrv;|librari es=cl oversrv;date format=iso
j dbc. di al ect =or g. hi ber nat e. di al ect . DB2400Di al ect

Use credentials of your OS user for j dbc. user nane andj dbc. passwor d.
cl oversrvinjdbc. url aboveisthe name of the DB schema.

You can create the schemain AS/400 console:

1. execute command STRSQL (SQL console)

2. execute command

CREATE COLLECTION cl oversrv IN ASP 1

cl over sr v isthe name of the DB schema and it may be at most 10 characterslong
Proper JDBC driver must be in the application server classpath.
Usej t 400ntv. j ar JDBCdriver foundin/ Q BM Pr odDat a/ Java400 on the server.

Add aJDBC 4 compliant driver on the classpath. A JDBC driver which doesn't meet JDBC 4 specificationswon't
work properly.

Note
LY

-Continuewith: Encrypted JNDI (p. 76) or Activation (p. 32)
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Oracle

Creating Database (p. 70)
CloverDX Server Setup (p. 70)

Creating Database

Run the following script to create a role (cl overRole), user (cl overUser) with password
(cl over Passwor d) and tablespace for CloverDX Server:

Create a newrole and grant it privileges.
CREATE RCLE cl over Rol e NOT | DENTI Fl ED;

GRANT CREATE SESSI ON TO cl over Rol €e;
GRANT ALTER SESSI ON TO cl over Rol e;
GRANT CREATE TABLE TO cl over Rol e;
GRANT CREATE SEQUENCE TO cl over Rol e;
GRANT CREATE TRI GGER TO cl over Rol €e;

Create a new dat abase user w th password.
CREATE USER cl over User | DENTI FI ED BY cl over Passwor d;

Set quota on tabl espace.
GRANT UNLI M TED TABLESPACE TO cl over User;

Connect a new role to a new user.
GRANT cl overRol e TO cl over User;

CloverDX Server Setup

Example of a propertiesfile configuration:

jdbc. driverd assNanme=or acl e. j dbc. Oracl eDri ver

jdbc. url =jdbc: oracl e: thin: @ost: 1521: db

j dbc. user nane=cl over User

j dbc. passwor d=cl over Passwor d

j dbc. di al ect =or g. hi bernat e. di al ect. Oracl e10gDi al ect

Add a JDBC 4 compliant driver on the classpath. A JDBC driver which doesn't meet the JDBC 4 specifications
won't work properly.

These arethe privileges which have to be granted to a schema used by Clover DX Server:

CONNECT

CREATE SESSI ON

CREATE/ ALTER/ DROP TABLE
CREATE/ ALTER/ DROP  SEQUENCE

QUOTA UNLI M TED ON <user _t abl espace>;
QUOTA UNLI M TED ON <t enp_t abl espace>;

Note
wr

»Continue with:  Encrypted JNDI (p. 76) or Activation (p. 32)
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Microsoft SQL Server

Creating Database (p. 71)
CloverDX Server Setup (p. 71)

Creating Database

Itisadvised to use SQL Server Authentication instead of Windows Authentication. To enable it, select the server

instance in Microsoft SQL Server Management Studio: go to Properties — Security — Server authentication
and select the SQL Server and Windows Authentication mode. The server instance needs to be restarted.

Note
wr

Make sure you have:
* TCP/IPEnabl ed in SQL Server Network Configuration — Protocols

* TCP Port set to 1433 in TCP/IP Properties — | P Addresses — | PAII

1. Create a new database

CREATE DATABASE cl over _db;

2. Enable Read Committed Snapshot | solation on the new database

ALTER DATABASE cl over _db SET READ COWM TTED_SNAPSHOT ON;

3. Create anew loginrole.

CREATE LOG N cl over W TH PASSWORD = ' cl over', DEFAULT_DATABASE = cl over _db;

4. Connect to the database.

USE cl over _db;

5. Create anew database user.

CREATE USER cl over FOR LOG N cl over;

6. Add a database role membership db_owner (Members of the db_owner fixed database role can perform al
configuration and maintenance activities on the database, and can also drop the database).

EXEC sp_addr ol enenber 'db_owner','clover';

CloverDX Server Setup

Using MS SQL requires configuration of the database server:

1. Run Microsoft SQL Server Management Studio tool;
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2. Create a new user under Security/L ogins,

3. Under Databases create a new database (e.g. ‘clover’) for Clover DX Server, select the user from the previous
step as owner of the database;

4. Under database Options, set the |s Read Committed Snapshot On option to True.

Example of a propertiesfile configuration:

jdbc. driverd assName=com mi crosoft. sql server.jdbc. SQ.ServerDri ver

jdbc. url =jdbc: sql server://local host: 1433; i nst ance=SQLSERVERI NSTANCE; dat abase=cl over _db
j dbc. user nane=cl over

j dbc. passwor d=cl over

j dbc. di al ect =or g. hi bernat e. di al ect. SQLSer ver Di al ect

Add aJDBC 4 compliant driver on the application server classpath. A JDBC driver that does not meet the JIDBC
4 specifications will not work properly.

Note
v

-Continue with:  Encrypted JNDI (p. 76) or Activation (p. 32)
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PostgreSQL

Creating Database (p. 73)
CloverDX Server Setup (p. 73)

Creating Database

Advanced users can create their own table space

We are going to create a database for Clover DX to use a'user group' role which will own the database and a user
role which we will add to the user group. This user role will be then used by the Server to access the database.

Database name: clover_db

UserGroup: cloverdx

User: clover

Password: clover

1. Optionally, you can create a new tablespace

2. Connect as postgres (default admin) to the default DB postgres and execute the following commands:

CREATE ROLE cl over dx NOSUPERUSER NOCREATEDB NOCREATEROLE NO NHERI T NOLOG N;

CREATE RCOLE cl over NOSUPERUSER NOCREATEDB NOCREATEROLE | NHERI T LOd N ENCRYPTED PASSWORD ' cl over' ;
GRANT cl overdx TO cl over;

CREATE DATABASE cl over _db;

GRANT ALL ON DATABASE cl over _db TO cl overdx;

REVOKE ALL ON DATABASE cl over_db FROM publi c;

To separate the database into its own tablespace, create a tablespace before creating the database.

and use the following command to create the database:

CREATE DATABASE cl over _db W TH OMER cl over dx TABLESPACE t abl espace_nane;

For more information, see the PostgreSQL documentation.

CloverDX Server Setup

Example of a propertiesfile configuration:

jdbc. driverCl assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: postgresql ://1ocal host/cl over _db?char Set =UTF- 8
j dbc. user nane=cl over

j dbc. passwor d=cl over

j dbc. di al ect =or g. hi ber nat e. di al ect. Post greSQLDi al ect

Add a JDBC 4 compliant driver on the classpath. A JDBC driver which doesn't meet the JDBC 4 specifications
won't work properly.

The JDBC driver for PostgreSQL can be downloaded from the official PostgreSQL page.

Examplefor Apache Tomcat: place the libraries into the TOMCAT/ | i b directory.
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See also PostgreSQL documentation on jdbc URL.

0 Note

-Continue with:  Encrypted INDI (p. 76) or Activation (p. 32)
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JNDI Configuration and Encryption

JNDI DB Datasource (p. 75)
JNDI Datasource Troubleshooting (p. 76)

Encrypted JNDI (p. 76)

JNDI DB Datasource

Clover DX Server can connect to a database using INDI Datasource which is configured in an application server.

Worker JNDI Configuration
<

Note that the following configuration applies to Server Core (p. 4) only. Graphs running in
Worker (p. 5) cannot use JNDI as defined in the application container of the Server Core, because
Worker is a separate VM process. Worker provides its own JNDI configuration (p. 92).

Example for Apache Tomcat and PostgreSQL database:

« JNDI Datasour ce Definition

First you need to define a JNDI Datasource in an application server. The following context resource
configuration may be added to the[ Tontat _hone] / conf/ server. xni fileto the<Host > element.

Note: Do not put the code into the <A obal Nanmi ngResour ces> element, since the resource would not be

visible by the Clover DX webapp.

<Cont ext path="/cl over">
<Resour ce nane="j dbc/cl over_server"

aut h="Cont ai ner"
type="j avax. sql . Dat aSour ce"
factory="org. apache. t ontat . j dbc. pool . Dat aSour ceFact ory"
dri ver d assNane="or g. post gresql . Dri ver"
url ="j dbc: postgresql ://127.0.0. 1: 5432/ cl over _db"
user name="cl over"
passwor d=""
maxTot al =" 20"
mex| dl e="10"
mxWai tM | 1is="-1"/>

</ Cont ext >

« JNDI Connection Configuration

Now that the Datasource is defined, you should configur e the connection.

The following parameters may be set in the same way as other parameters (in the propertiesfile or the Tomcat

context file). Y ou can aso set the parameters in the Database (p. 57) tab of the Setup (p. 54) GUI.

dat asour ce. t ype=JNDI # type of Datasource; nust be set,

dat asour ce. j ndi Nanme=j dbc/ cl over _server # JNDI | ocation of DB Datasource;

j dbc. di al ect =or g. hi bernate. di al ect. PostgreSQLDi al ect # Set the dialect according to DB which DataS

because th
the default

# The correct dialect can be found in the exa

e default val ue
value is java:c
pburce i s connect
npl es of DB conf

Since the DB connection contains sensitive information (e.g. username, password, etc.), Clover DX provides

the INDI Encryption (p. 76) feature.

Tip

The resource configuration may also be added to the context file [ Tontat hone] / conf/

Cat al i na/l ocal host/cl over. xm .
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I mportant

Specia characterstyped in the context file have to be specified as XML entities, e.g. ampersand "&"
as"&amp;", etc.

For adetailed list of parameters which can be set up in the configuration file, see Chapter 15, List of Configuration
Properties (p. 82).

JNDI Datasource Troubleshooting

JNDI Datasource in Oracle WebLogic

Clover DX's default Quartz configuration does not work with default INDI Datasource from WebL ogic. Proceed
with one of the following options:

1. Configure the Quartz JDBC delegate manually befor e the server is started;
2. Disable JDBC type wrapping in the WebL ogic's Datasource configuration.
Apache Tomcat's DBCP JNDI pool

The default INDI pool DBCP in Apache Tomcat does not handle connections efficiently. With the DBCP JNDI
pool, low performance can be seen if DBOutputTable with returning statement is used.

Therefore, tomcat-jdbc-pool is used instead by adding the
factory="org. apache. tontat . j dbc. pool . Dat aSour ceFact ory" attribute to the definition of
the INDI resource. See The Tomcat JDBC Connection Pool

Encrypted JNDI

The encryption feature allows you to protect your sensitive data defined in the Datasource definition (e.g.
username, password, etc.), which are by default stored in plain text. The configuration differs between particular
application servers.

Encrypted JNDI on Tomcat (p. 77)

Encrypted JNDI on JBoss 7 (p. 78)

Encrypted INDI on WebSphere 8.5.5.0 (p. 80)
Encrypted JNDI on WebL ogic (p. 81)
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Encrypted JNDI on Tomcat

You need secure-cfg-tool to encrypt the passwords. Use the version of secure-cfg-t ool
corresponding to the version of CloverDX Server. Usage of the tool is described in Chapter 16, Secure
Configuration Properties (p. 101).

Useencrypt . shorencrypt . bat for password encryption. Placethe encrypted password into aconfiguration
file,andputcl over dx- secure-j ndi -resource-{version}.jar andj asypt-1.9.0.j ar fileson
the classpath of the application server. The. j ar filescanbefoundinthet ontat - secur e-j ndi - resour ce
directory packed in secure-cfg-tool.

The t ontat - secur e-j ndi - resour ce directory contains a useful READVE file with further details on
encrypted JNDI.

Example of encrypted JNDI connection for PostgreSQL
Encrypt the password:
1. ./encrypt.sh -a PBEW t hSHA1AndDESede

2. The configuration is placed in ${ CATALI NA_HOVE}/ conf/ cont ext . xml . Note that the encryption
algorithm PBEWithSHA1AndDESede is not default.

<Resour ce name="j dbc/cl over_server"
aut h="Cont ai ner"
factory="com cl overet|.secure.tontatresource. Tontat 8Secur eDat aSour ceFact ory"
secur eAl gori t hne" PBEW t hSHA1AndDESede"
type="j avax. sql . Dat aSour ce"
driver d assNanme="or g. postgresql . Dri ver"
url ="j dbc: postgresql ://127.0.0. 1: 5432/ cl over _db?char Set =UTF- 8"
user nanme=" conf #r PZ5Foo7HPn4dFTRV5CQur g=="
passwor d=" conf #4Kl Np8/ FVDR+r TWKOdEqQWA=="
maxTot al =" 20"
nmex| dl e="10"
maxWai tM | 1is="-1"/>

If you use other JCE (e.g. Bouncy Castle), it has to be added to the classpath of the application server
(${ CATALI NA_HOVE}/ | i b). The encrypt command requires the path to directory with JCE, too.

./l encrypt.sh -1 ~/1ib/ -C
org. bouncycast|l e. j ce. provi der. BouncyCast | eProvi der -a
PBEW THSHA256 AND256BI TAES- CBC- BC

<Resour ce name="j dbc/cl over_server"
aut h="Cont ai ner"
factory="com cl overetl.secure.tontatresource. Tontat 8Secur eDat aSour ceFact or y"
secur eProvi der ="or g. bouncycast | e. j ce. provi der. BouncyCast | eProvi der "
secur eAl gori t hne" PBEW THSHA256 AND256BI TAES- CBC- BC'
t ype="j avax. sql . Dat aSour ce"
driver C assNanme="or g. postgresql . Dri ver"
url ="j dbc: postgresql ://127.0.0. 1: 5432/ cl over _db?char Set =UTF- 8"
user name="conf #W91 uHKo9h7hM PI | r 31Vxdl 1A9LKI aYf GEUnlet 9r A="
passwor d=" conf #C 1v59Z5nCBHakt n6Ubgst 41 z69JLQ g6/ 32Xwr / | EE="
maxTot al =" 20" max|dl e="10"
maxWai tM | 1is="-1"/>
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Encrypted JNDI on JBoss 7
JBoss 7 - JBoss EAP 6.2.0.GA - AS 7.3.0.Final-redhat-14

Note

For details, see Using Encrypted DataSource Password in JBoss ASY.

Configuration steps are similar to configuring of JBoss 6.

The configuration takes place in a single configuration file, e.qg. for standalone profile JBOSS HOVE/
st andal one/ confi gurati on/ st andal one. xm .

Original data source:

<dat asour ces>
<dat asource j ndi - nane="j ava: / Mysql DS" pool - nane=" MySQ.Pool ">
<connection-url >j dbc: mysql : / /| ocal host: 3306/ cl over </ connecti on-url >
<driver>nysql </ dri ver>
<pool >
<max- pool - si ze>30</ max- pool - si ze>
</ pool >
<security>
<user - name>user </ user - nane>
<passwor d>passwor d</ passwor d>
</security>
</ dat asour ce>

<drivers>
<driver nanme="nysql" nodul e="com cl overetl.jdbc">
<driver-class>com nysql .jdbc. Driver</driver-cl ass>
</driver>
</drivers>
<dat asour ces>

1. InIBOSS_HOME directory run the cli command:

The command will return an encrypted password, e.g. 5dfc52b51bd35553df8592078de921bc.

2. Add a new security-domain to security-domains, the password value is a result of the command from the
previous step.

<security-domai n nane="Encrypt DBPassword" cache-type="default">
<aut henti cati on>
<l ogi n- modul e code="or g. pi cket box. dat asour ce. security. Securel dentityLogi nMdul e" flag=
<nodul e-opti on nane="user nane" val ue="user"/>
<nodul e- opti on nanme="password" val ue="5df c52b51bd35553df 8592078de921bc"/ >

</l ogi n- modul e>
</ aut henti cati on>
</ security-domai n>

3. Replace user and password with a reference to the security domain.

<dat asour ces>
<dat asour ce j ndi - nane="j ava: / Mysql DS" pool - nane="M/sql Pool " enabl ed="true" use-j ava-cont ex
<connection-url >j dbc: nysql ://1 ocal host: 3306/ cl over </ connecti on-url >
<driver>nysql </driver>
<pool >
<max- pool - si ze>30</ nax- pool - si ze>
</ pool >
<security>
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<security-domai n>Encrypt DBPasswor d</ security-domai n>
</security>
</ dat asour ce>

<drivers>
<driver name="nysql" nodul e="com cl overetl!.jdbc">
<driver-class>com nysql . j dbc. Dri ver</driver-cl ass>
</driver>
</drivers>
</ dat asour ces>

It is possible that the same mechanism can also be used for IMS.
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Encrypted JNDI on WebSphere 8.5.5.0

In WebSphere, user credentials aren't saved in plain text, but as J2C authentication data. (see How to Create a
WAS JDBC Provider, J2C Authentication Alias, and Data Source for the IBM i).

The same mechanism can also be used for IMS connection (see IBM's instructions on Configuring an external
JMS provider).
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Encrypted JNDI on WebLogic

Password in a JNDI datasource file is encrypted by default when created by admin's web console (Service/
Datasource).

Example of datasource file (located in the DOVAI N/ confi g/ j dbc/ directory):

<?xm version='1.0" encodi ng=' UTF-8' ?>
<j dbc-dat a- source xm ns="http://xm ns. oracl e. conf webl ogi c/j dbc- dat a- source" xnl ns:sec="http://xm ns. oracl e. conl web
<name>Mysql DS</ name>
<j dbc-dri ver - par ans>
<ur | >j dbc: nysql : //127. 0. 0. 1: 3306/ cl over </ url >
<dri ver-name>com nysql . j dbc. Dri ver</driver-name>
<properties>
<property>
<nane>user </ name>
<val ue>user </ val ue>
</ property>
</ properties>
<passwor d- encr ypt ed>{ AES} z| i q6/ Jut K/ wD4CcRPX1pQuel | Kqc6uRVxAnZZcC3pl =</ passwor d- encr ypt ed>
</j dbc-dri ver - par ans>
<j dbc- connect i on- pool - par ans>
<t est-tabl e-nane>SQ. SELECT 1</t est-tabl e- name>
</ j dbc- connecti on- pool - par ans>
<j dbc- dat a- sour ce- par ans>
<j ndi - nane>j dbc/ Mysql DS</ j ndi - nane>
<gl obal -transact i ons- pr ot ocol >OnePhaseCommni t </ gl obal -t r ansact i ons- pr ot ocol >
</ j dbc- dat a- sour ce- par ans>
</ j dbc- dat a- sour ce>

The same mechanism is also used for encrypting password in the JIMS connection (see Oracle's instructions on
Configuring an external JIMS provider).

Note
wr

=) Continuewith:  Activation (p. 32)
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General Configuration Properties (p. 82)

Worker - Configuration Properties (p. 90)

Worker - INDI Properties (p. 92)

SSL properties for Worker (p. 95)

Properties on Worker's command line (p. 95)

Job Execution Properties (p. 98)

Below you can find the configuration properties available in Clover DX Server. The essential properties can be

configured using the Setup GUI (p. 54). Other properties serve to tweak various features of CloverDX Server.
However, these properties have to be configured manualy, e.g. by editing the configuration file.

In Clover DX Server Ul, you can view the properties and their values in Configuration > CloverDX Info > Server

Properties.

Additional properties used for cluster configuration can be found in Chapter 41, Sandboxesin Cluster (p. 277).

I mportant

v

Configuration property and system property are not the same. Configuration properties can be
configured in Setup section or in cl over dx. properties file. System properties serve to
configure the VM. E.g. in Apache Tomcat, they are configured in bi n/ set env. [ bat | sh] file
using - D prefix.

General Configuration Properties

Configuration file (p. 82)

License (p. 83)

Engine (p. 83)
Sandboxes (p. 83)

Database connection (p. 83)

Security (p. 84)
SMTP (p. 85)

Logging (p. 85)

Thread Manager (p. 86)

Archivator (p. 87)

Properties resolver (p. 87)

Data Services (p. 87)
API (p. 88)

VM (p. 88)

Misc (p. 88)

Table 15.1. General configuration

Key

Configuration

Description

Default
Value

clover.config.file

Absolute path to location of a CloverDX Server configuration file

/absolute/
path/to/
cloverSer

er.properties

clover.home

By default, this property is commented out and has a dynamically computed
value: path containing Cl over ETL value for current (pre 5.0) installations
and C over DX for new (5.0 and newer) installations.

If defined by the user, value has a higher priority.

The property can be overridden using:

${ user.datp.home} /

CloverET
or

${ user.datp.home} /

CloverDX
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Key Description Default
Value
environment variablecl over . cl over. hone
context parameter <Par anet er nanme="cl over. hone" >
or system property - Dcl over . cl over. hone=
License
licensefile Absolute path to location of a CloverDX Server license file (license.dat)
license.context_namesA comma-separated list of web-app contexts which may contain license. [/clover-
Each of them hasto start with a slash! Works only on Apache Tomcat. license/
clover_license
Engine
engine.config.file location of aClover DX engine configuration propertiesfile properties
file
packed
with
Clover DX
This property may contain an absolute path to some "source” of additional empty
engine.plugins.additipi@asrer DX engine plugins. These plugins are not a substitute for plugins
packed in WAR. "Source" may be adirectory or azip file. Both, a directory
and a zip, must contain a subdirectory for each plugin. Changesin the
directory or the ZIP file apply only when the server isrestarted. For details
see Chapter 34, Extensibility - CloverDX Engine Plugins (p. 232).
Sandboxes
sandboxes.home This property is primarily intended to be used as a placeholder in the ${ clover.jome}/
sandbox root path specification. So the sandbox path is specified with sandboxes
the placeholder and it's resolved to the real path just beforeit's used. The
sandbox path may still be specified as an absolute path, but placeholder has
some significant advantages:
* sandbox definition may be exported/imported to another environment with
adifferent directory structure
* user creating sandboxes doesn't have to care about physical location on the
filesystem
* each node in cluster environment may have a different "sandboxes.home"
value, so the directory structure doesn't have to be identical
For backward compatibility, the default value uses the content of the
clover.home (p. 82) configuration property.
true
sandboxes.access.cherk.boundaries.enabled
true | false If it is set to false, then the path relative to a sandbox root may
point out of the sandbox. No file/folder outside of the sandbox is accessible
by the relative path otherwise.
Database connection
datasource.type Set this explicitly to INDI if you need Clover DX Server to connect to JDBC

aDB using INDI datasource. In such case, "datasource.jndiName" and

"jdbc.dialect" parameters must be set properly. Possible values: INDI | IDBC
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Key Description Default
Value
JINDI location of a DB DataSource. It is applied only if "datasource.type" is |java:.comp
datasource.jndiName| set to "JNDI". env/jdbc/
clover_sernver
class name for JDBC driver name
jdbc.driverClassNamé
jdbc.url JDBC URL used by Clover DX Server to store data
jdbc.username JDBC database user name
jdbc.password JDBC database password
jdbc.dialect hibernate dialect to use in ORM
SQL dialect for quartz. Value is automatically derived from "jdbc.dial ect"
quartz.driverDel egateQliasgerty value.
Security
private.properties | List of server properties which are used only by the Clover DX Server jdbc.password,

code. So these properties are not accessible outside of the ServerFacade. By
default, there are all properties which may contain password in the list, so
their values are not visible for web GUI users. The values are replaced by a
single star "*". Changesin thislist may cause unexpected behavior of some
server API.

executor.gassword,
security.ldap.password,
clover.smip.password

security.session.valid

tgession validity in milliseconds. When the request of logged-in user/client is
detected, validity is automatically prolonged.

14400000

security.session.exchahgeshirai tfor exchange of invalid tokens in milliseconds.

360000

security.default_dom

hidomain in which all new users are included. Stored in user's record in the
database. Shouldn't be changed unless the "clover" must be white-labelled.

clover

security.basic_authen

tication.features list

List of features which are accessible using HTTP and which should be
protected by Basic HTTP Authentication. Thelist has form of semicolon
separated items; Each feature is specified by its servlet path.

/
request_pifocessor;/
simpleHttpApi;/
launch;/
launchit;/
download
/
downloadFile;/
upl oadsa{jboxFi le;/
downloadl og;/
webdav

Btorage;

security.basic_authen

fication.ream

Realm string for HTTP Basic Authentication.

CloverDX
Server

security.digest_authel

nti cation.features list
List of features which are accessible using HTTP and which should be

protected by HTTP Digest Authentication. The list has form of semi-colon
separated items. Each feature is specified by its servlet path.

Please keep in mind that HTTP Digest Authentication is feature added to the
version 3.1. If you upgraded your older Clover DX Server distribution, users
created before the upgrade cannot use the HTTP Digest Authentication until
they reset their passwords. So when they reset their passwords (or the admin
doesit for them), they can use Digest Authentication aswell as new users.

security.digest_authel

htication.storeA 1.enabled

fase
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Key Description Default
Value
Switch whether the A1 Digest for HTTP Digest Authentication should
be generated and stored or not. Since thereisno CloverDX Server AP
using the HTTP Digest Authentication by default, it's recommended to keep
it disabled. This option is not automatically enabled when any featureis
specified in the security.digest_authentication.features _list property.
security.digest_authentication.realm CloverDX
Realm string for HTTP Digest Authentication. If it is changed, all users have | Server
to reset their passwords, otherwise they won't be able to access the server
features protected by HTTP digest Authentication.
security.digest_authentication.nonce_validity 300
Interval of validity for HTTP Digest Authentication specified in seconds.
When the interval passes, server requires new authentication from the client.
Most of the HTTP clients do it automatically.
security.lockout.logirn.athenmoisber of failed login attempts after which anext failed login attempt | 50
will lock the user. Set the value to 0 to disable the function. Since 4.8.0M 1.
security.lockout.reset|peeimt! of time in seconds during which the failed login attempts are counted. | 60
Since 4.8.0M1.
security.lockout.unlogiPeendaf time in seconds after which a successful login attempt will unlock | 300
the previously locked user. Since 4.8.0M 1.
security.csrf. protecti qrizmratibeidi sabl e protection of Simple HTTP API against CSRF attacks, true
enabled by default. The CSRF protection requires presence of the X-
Request ed- By header in the requests.
For more details, see the section called “ CSRF Protection” (p. 235).
SMTP
clover.smtp.transport|@biddekerver protocol. Possible values are "smtp" or "smtps". smtp
clover.smtp.host SMTP server hostname or | P address
clover.smtp.port SMTP server port
clover.smtp.authenticptror/false If it is false, username and password are ignored.
SMTP server username
clover.smtp.username
clover.smtp.password SMTP server password
clover.smtp.additiond Properties with a " clover.smtp.additional ." prefix are automatically added
(without the prefix) to the Properties instance passed to the Mailer. May be
useful for some protocol specific parameters. The prefix is removed.
L ogging
logging.project_name Used in log messages where it is necessary to name the product name. CloverDX
logging.default_subdirName of a default subdirectory for all server logs; it isrelative to the path cloverlogg
specified by system property "java.io.tmpdir”. Don't specify as an absolute
path, use properties which are intended for absolute path.
logging.logger.server| audit.enabled false

Enables logging of operations called on ServerFacade and JDBC proxy
interfaces. The name of the output fileis "server-audit.log". It is stored in the
same directory as other Clover DX Server log files by default. The default
logging level is DEBUG so it logs all operations which may process any

change.
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Description

| integration.enabled
Enables logging of Designer-Server calls. The name of the output fileis
"server-integration.log”. It is stored in the same directory as other Clover DX
Server log files by default. The default logging level isINFO. Usernameis
logged, if available. JDBC and CTL debugging is not logged.

Default
Value

true

launch.log.dir

L ocation, where server should store launch requests logs. See Chapter 39,
Launch Services (p. 250) for details.

${javaio.mpdir}/

[logging.
default_sy
launch
where

bir]/

${javaio.fmpdir}

is system
property

graph.logs path

Location, where server should store Graph run logs. See Chapter 17,
Logging (p. 104) for details.

${javaio.gmpdir}/

[logging.
default_su
graph
where

bir]/

${javaio.fmpdir}

is system
property

logging.appender.job

5. pattern_layout
Pattern of the jobs' |og messages

%d %-5p
%-3X{run
[%6t] %M
%n

Id}

logging.appender.job:

sEncoding of the jobs' log files

UTF-8

logging.mem_append

er. WORKER.pattern_layout

Format of log that can be seenin Monitoring > Logs > Worker.

logging.mem_append

er WORKER.size limit

Size of log that can be seen in Monitoring > Logs > Worker.

Thread Manager

threadM anager.pool .¢

orePool Size

Number of threads which are always active (running or idling). Related to a
thread pool for processing server events.

threadM anager.pool .queueCapacity

Max size of the queue (FIFO) which contains tasks waiting for an
available thread. Related to athread pool for processing server events.

For queueCapacity=0, there are no waiting tasks, each task isimmediately
executed in an available thread or in a new thread.

threadM anager.pool..1

haxPool Size

Max number of active threads. If no thread from a core pool is available,
the pool creates new threads up to "maxPool Size" threads. If there are more
concurrent tasks then maxPool Size, thread manager refuses to execute it.

8192

threadM anager.pool .2

Il lowCoreThreadTimeOut

fase
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Key Description Default
Value
Switch for idling threads timeout. If true, the "corePool Size" isignored so all
idling threads may be time-outed
threadM anager.pool .keepAliveSeconds 20
timeout for idling threads in seconds
Ar chivator
task.archivator.batch [ditax number of records deleted in one batch. It is used for deleting of 50
archived run records.
task.archivator.archivie_file prefix cloverArchive
Prefix of archivefiles created by the archivator.
Propertiesresolver
properties_resolver.rgsolve server props.server_props list_additional
A list of properties from a subset of properties, which values are resolved.
The properties values may use system properties or environment
variables as placeholders. The values are resolved during the server
startup. If the system property is changed later, the resolved Clover DX
Server property value doesn't change. Users may use this property,
if some property they need to resolve is missing in the property:
properties resolver.resolve server props.server_props list_default.
If the property to resolve is already specified by the property
properties resolver.resolve server props.server_props list_default, don't
add it to this property.
properties_resolver.rgsolve server props.server_props list_default clover.home,
A list of properties from a subset of properties, which values are sandboxeg.home,
resolved. The properties values may use system properties or sandboxes.home.local,
environment variables as placeholders. Values are resolved during sandboxeg.home.partitioned
the server startup. If the system property is changed later, the cluster.jgrpups.bind_address
resolved Clover DX Server property value doesn't change. Users are cluster.jgrpups.start_port,
discouraged from modification of the property, unlessit's necessary. cluster.jgrpups.external_add
Instead, users may add more properties by modifying property: cluster.jgrpups.external_por
properties_resolver.resolve server props.server_props list_additional cluster.jgrpups.tcpping.initic
cluster.grqup.name,
cluster.http.url
properties_resolver.placeholders.server_props list default clover.home,
A list of properties from a subset of properties, that may be used as sandboxeg.home,
placeholders and shall be resolved if used in paths. The properties can be sandboxeg.home.local,
used if you define a path to the root of a sandbox, or to locations of local sandboxeg.home.partitioned

or partitioned sandboxes, or path to a script, or path in archiver job. Users
are strongly discouraged from modification of the property. The property
name changed since Clover DX 4.2, however the obsolete nameis also still
accepted to maintain backwards compatibility.

user.datah

ome

Data Services

dataservice.invocation.record.max.age 1440
It sets the maximal age in minutes before the record is removed from the
database. The default is 1440 min= 24 h.

dataservice.failure.ratio.min.record.count 10

Used for Data Service failure indication. It represents the minimum number
of invocations required to evaluate whether the percentage of failuresis over
the threshold. Ensures that during periods of low traffic the endpoint does
not switch to failing state. 10 by default.
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Description

Default
Value

launch.http_header p

rEfiefix of HTTP headers added by launch services to the HTTP response.

X-
cloveretl

http.api.enabled

Enables or disablessimple HTTP API.

If the HTTP API isdisabled, thereisno link to HTTP API operations
inlogin page, the HTTP API tab in Launch Service that is accessible
under Test button isnot visible, and the HTTP API, the/ cl over/
htt papi . j sp and HTTP API servlet are not accessible.

Available since 4.8.0M 1. See Chapter 36, Simple HTTP API (p. 235).

true

webDav.method.prop

find.maxDepth

Maximum depth for webDAV method PROPFIND. When the depth is not
specified, the default is supposed to be infinite (according to the rfc2518),
however it's necessary to set some limit, otherwise the webDav client might
overload the server filesystem.

Also if the depth value specified by webDAYV client in the request is higher
than the pre-configured max depth, only the pre-configured maximum is
used.

40

JVM

server.env.min_heap |

rBetading required minimal heap memory threshold. If the configuration

of CloverDX Server isset to less heap memory, awarning is displayed.
Experienced users can change the default value to avoid the warning when
running the server on a system with lower memory. The threshold isin
megabytes.

900

server.env.min_nonhgap_memory

Sets the required minimal non-heap memory threshold. If the configuration
of CloverDX Server is set to less non-heap memory, awarning is displayed.
Experienced users can change the default value to avoid the warning when
running the server on a system with lower memory. The threshold isin
megabytes.

256

jvm.implementation.d

heck.enabled
Displays warnings when unsupported Java implementation is used.

true

Miscellaneous

temp.default_subdir

Name of a default subdirectory for server tmp files; it isrelative to the path
specified by system property "java.io.tmpdir”.

clovertmp

graph.pass_event_pajams to_graph in_old_style

Since 3.0. It isaswitch for backwards compatibility of passing parametersto
the graph executed by a graph event. In versions prior to 3.0, all parameters
are passed to executed graph. Since 3.0, just specified parameters are passed.
Please see Start a Graph (p. 179) for details.

false

cluster.node.invocatign.record.info.interval 30000
Setstheinterval for synchronization of the Data Services hedlth state
between the cluster nodes. The timeisin milliseconds.
clover.event.fileCheckMinlnterval 1000

Interval of the timer, running file event listener checks (in milliseconds). See
File Event Listeners (remote and local) (p. 221) for details.

clover.event.groovyG

heckMinlnterva

1000
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Key Description Default
Value

clover.inDevel opment 1000

launchservices.visible Display Launch Services (p. 250) in the main menu in Server Ul. Can be false

trueorfal se.
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Worker - Configuration Properties

Table 15.2. Server -

Key
worker.initialWorker

Worker configuration

Description

5 Enable/disable the Worker. To enable Worker, set to 1 (thisisthe
default). To disable Worker and run all jobsin Core Server,
set to 0.

Starting more than one Worker is currently (in 4.9.0) not
supported.

Default Value
1

worker.portRange

Port range used for communication between Server Core

and Worker and between Workers on different cluster nodes.
Communication between Server Core and Worker is done on
localhost. Workers on different cluster nodes communicate
directly with each other over these ports - in Cluster setup, this
port range should be open in firewall for other Cluster nodes.

This property can be easily configured in the Worker (p. 58) tab
of Setup (p. 54).

wor ker . por t Range should contain at least 5 ports for 1 node
(depending on other options, a node takes at most 5 ports from
the range). We recommend to use por t Range of at least 10
ports to avoid possible problems with occupied ports after restart
of Worker.

If more cluster nodes run on the same machine, make sure that
there are enough free ports for Workers of al cluster nodes on the
machine. The default configuration of wor ker . por t Range is
sufficient for that.

10500-10600

worker.connectTimeq

UEimeout for connection initialization between Worker and Server
Core, in both directions. The timeout isin milliseconds.

This setting can be useful in case of handling communication
issues between Server Core and Worker, typically under high
load you might want to increase the timeout.

5000

worker.readTimeout

Read timeout for communication requests between Worker and
Server Core, in both directions. If arequest is not completely
served before reaching this limit, the connection is terminated.
The timeout is in milliseconds.

This setting can be useful in case of handling communication
issues between Server Core and Worker, typically under high
load you might want to increase the timeout.

600000

worker.classpath

A directory with additional . j ar filesto be added to the
Worker's classpath. The. j ar fileswould typically be libraries
used by graphs (e.g. JDBC drivers for database connections) or
JDBC drivers used in INDI connections defined in Worker (see
Worker - INDI Properties (p. 92)).

The Worker's classpath is separate from Server Core (i.e.
application container classpath). Any libraries needed by jobs

executed on Worker need to be added on the Worker's classpath.

${ clover.nhome}/
worker-lib
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Description

For backward compatibility, the default value uses the content of
the clover.home (p. 82) configuration property.

The property can contain paths to multiple directories. The
separator between the directories can be acolon (on Linux and
Mac) or semicolon (Linux, Mac and Windows), e.g.:

wor ker . cl asspat h=/ hone/ cl over/worker-1ib;/
opt/worker-1ib-2

If adirectory is added on the Worker's classpath, its
subdirectories are automatically added too.

Some basic wildcards are supported: di r ect or y- * and
directory-?.

Default Value

worker.maxHeapSize

The maximum Java heap size of Worker in MB, it will be
tranglated to the - Xnmx option for the Worker's VM. Jobs
executed in the Worker require heap memory based on their
complexity, dataset size, etc.

See our recommendations (p. 37) for heap sizes of Worker and
Server Core.

This property can be easily configured in the Worker (p. 58) tab
of Setup (p. 54).

Setting to 0 uses Java default heap size (automatically determined
by Java). This setting is not recommended for production usage.

worker.initHeapSize

Theinitial Java heap size of Worker in MB, it will be translated
to the - Xns option for the Worker's VM. We recommend to set
thisto the same value aswor ker . maxHeapSi ze

This property can be easily configured in the Worker (p. 58) tab
of Setup (p. 54).

Setting to 0 uses Java default initial heap size (automatically
determined by Java). This setting is not recommended for
production usage.

worker.jvmOptions

Adds Java command line options for the Worker's VM. This
property is useful to tweak the configuration of the Worker's
JVM, e.g. to tune garbage collector settings. These command line
options override default options of the VM.

For example to enable parallel garbage collector: - XX:
+UsePar al | el GC.

See Additional Diagnostic Tools (p. 164) section for useful
options for troubleshooting and debugging Worker.

This property can be easily configured in the Worker (p. 58) tab
of Setup (p. 54).

worker.enableDebug

Remote Java debugging of Worker, enables JIDWP. Enabling this
alows you to connect a Java debugger remotely to the running
Worker process, to debug your Java transformations, investigate
issues, etc. The port used by the debugger is determined

false

91



https://docs.oracle.com/javase/8/docs/technotes/guides/troubleshoot/introclientissues005.html

Chapter 15. List of
Configuration Properties

Key Description Default Value

dynamically and can be seen in the Worker section of the
Monitoring (p. 108) or Setup (p. 54) page.

worker.inheritSystemProperties true

Sets whether system Java properties are inherited from the Server
Core process to the Worker process. We automatically inherit
some system properties to simplify the Worker configuration.

For thelist of system Java properties inherited from the Server
Core to Worker, see properties passed from Server Core if
worker.inheritSystemProperties is true (p. 96).

Thisfunctionality is enabled by default. Use this property to
disable this behavior in case some of the inherited properties
would cause issues.

worker.javaExecutablleA bsol ute path to the Java binary for Worker process, e.g. / Valueis
user/l ocal /javalbin/java. automatically
determined based
Use this property if you need to use a specific Java binary for on $JAVA HOME
running the Worker. environment
variable.

Worker - INDI Properties

The Worker has its own JNDI pool separate from the application container INDI pool. If your jobs use JNDI
resources (to obtain JDBC or JM S connections), you have to configure the Worker's INDI pool and its resources.

The worker INDI properties must be configured using the cl over . properti es configuration file. Libraries
used by the INDI resources must be added to the Worker's classpath, see worker.classpath (p. 90).

It is possible to define multiple datasources pointing to different databases or IMS queues, see examples below.
The datasources are indexed in configuration, their properties have suffix [0], [1], etc. Even a single datasource
must have the [0] index.

JDBC Datasources

Worker usesthe Apache DBCP2 pool for its INDI functionality. Any DBCP2 configuration attribute is supported,
see DBCP attributes. The only mandatory propertiesarej ndi Name and ur | .

See table below for basic INDI properties.

Y ou can monitor the state of the datasources via IMX. See Additional Diagnostic Tools(p. 164) for details on
how to enable IMX on Worker. Then you can connect to the Worker's IMX interface with toolslikej consol e
and monitor the JNDI datasources, e.g. for the number of currently open connections. The related MBeans are
under the Tontat / Dat aSour ce/ | ocal host///javax. sql . Dat aSour ce path:

] Java Monitoring & Management Censole - pid: 7436 org.springframeworkboot... — O
[£] Connection Window Help - =

X

x
Overvien Memory Threads Classes VM Summar: y MBeans ==
Tameat ~ || Attribute values

Name Value

maxide 8 "

maxOperPreparedstat... [-1
8

max

maxWaitvilis 1

1800000

minidie o

modelerType lorg apache.tomcat.dbep.db...
mACty

J.Datasource

=@ “jdbeflocal_mysdl™
dotbutes
on

jne o
o rumide 0

Host. password root ~

o
@ MBeanFactory SR

Figure 15.1. MBean for a JNDI datasource in jconsole
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Table 15.3. Properties for JDBC JNDI Resources in Worker

NS

worker.jndi.datasource[0] ]

Description

ndiName
The name of the INDI datasource. Mandatory.

Example
jdbc/database_name

worker.jndi.datasource[0].ur
The JDBC connection URL. Mandatory.

jdbc:postgresql://
hostname: 5432/
database _name

worker.jndi.datasource]0].ysername clover
The user name for a database connection.
worker.jndi.datasource[ 0] .password clover

The password for a database connection. The password
value can be encrypted using the secure configuration tool,
see Secure Configuration Properties (p. 101).

worker.jndi.datasource[ Q] .driverClassName
The database driver classname. The database driver must be
on the Worker classpath, see worker.classpath (p. 90).

org.postgresql.Driver

worker.jndi.datasource[0].maxidie 10
The maximum number of idle database connectionsin a
pool. Set to -1 for no limit.

worker.jndi.datasource[0].maxTotal 20
The maximum number of database connectionsin a pool.
Set to -1 for no limit.

worker.jndi.datasource[0].rpaxWaitMillis 30000

The maximum time Worker waits for a database connection
to become available. In milliseconds, set to -1 for no limit.

worker.jndi.datasource][ 0].dbcpAttribute

Any DBCP2 attribute, e.g.

wor ker . j ndi . dat asource[ 0] . i nitSQL. See
DBCP attributes.

The following example shows configuration of two JDBC Datasources.

wor ker
wor ker
wor ker
wor ker
wor ker
wor ker
wor ker
wor ker

wor ker
wor ker
wor ker
wor ker
wor ker
wor ker
wor ker
wor ker

.j ndi
.j ndi
.} ndi
.j ndi
.} ndi
.j ndi
.} ndi
.j ndi

.j ndi
.} ndi
.j ndi
.} ndi
.j ndi
.} ndi
.j ndi

.jndi.

. dat asour ce[ O]
. dat asour ce[ 0]
. dat asour ce[ 0]
. dat asour ce[ 0]
. dat asour ce[ 0]
. dat asour ce[ 0]
. dat asour ce[ 0]
. dat asour ce[ 0]

. dat asour ce[ 1]
. dat asour ce[ 1]
. dat asour ce[ 1]
. dat asour ce[ 1]
. dat asour ce[ 1]
. dat asour ce[ 1]
. dat asour ce[ 1]
dat asour ce[ 1]

. j ndi Name=j dbc/ post gresql _fi nance

url =j dbc: post gresql : //fi nance. exanpl e. com 5432/ f i nance
max| dl e=5

maxTot al =10

maxWai tM | 1is=-1

user nane=fi nance_user

passwor d=conf #eCf | GDI Dt KSJj h9Vy Dl Rh71 f t Abl / vsH

dri ver C assNanme=or g. post gresql . Dri ver

. j ndi Narme=j dbc/ Mysql DB
ur | =j dbc: nysql : // mar ket i ng. exanpl e. com 3306/ mar ket i ng?useUni code=t r ue&an
nmex| dl e=10

maxTot al =20

mxVai tM I is=-1

user name=nar ket i ng_user

passwor d=conf #JWsMa2okg7Dg2gt LBMB4SE==
driverd assName=com nysql . j dbc. Dri ver

p; charact er Encod

JMS Connections

Worker can use any JMS broker to define IMS connections in JNDI. Any JMS broker configuration attribute
is supported. The mandatory propertiesarej ndi Nane,f act or yCl ass,t ypeC ass andt ypel nt er f ace.
See table below for basic INDI properties for IM S resources.
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Table 15.4. Properties for IMS JNDI Resources in Worker

Key Description Example
worker.jndi.jms[0] .jndiName j ms/j ms_queue
The name of the INDI JM S resource. Mandatory.
worker.jndi.jmg[0].factory or g. apache. actilveny. j ndi . JI

Factory class for creating the IMS resource. ThisisIMS
broker specific. Mandatory.

worker.jndi.jmg[0].type or g. apache. act il venty. conmanc
Implementation class of the IMS resource. Thisis IMS
broker specific. Mandatory.

worker.jndi.jmg[0].jmsProperty wor ker. jndi.jns[0]. brokerU
Configuration property for the IMS resource. Any
configuration property supported by the IM S broker can be
used.

The following example shows configuration of several JM S resources.

wor ker . j ndi . j ms[ 0] . j ndi Narme=j ns/ Cl over Connect i onFact ory

wor ker. jndi.jns[0].type=org. apache. acti veng. Acti veMonnecti onFact ory

wor ker . jndi.jnms[0].factory=org. apache. acti venq. j ndi . JNDI Ref er enceFact ory

wor ker.jndi.jns[0].brokerUrl=tcp://Iocal host: 616167?j ns. pr ef et chPol i cy. queuePr ef et ch=1
wor ker . j ndi . j ms[ 0] . br oker Name=Local Act i veMX®Br oker

wor ker . j ndi . j ms[ 1] . j ndi Nane=j ns/ Cl over Queue

wor ker. jndi.jns[1].type=org. apache. acti veng. comrand. Acti veMXQueue

wor ker . jndi.jms[1].factory=org. apache. acti venq. j ndi . JNDI Ref er enceFact ory
wor ker. jndi.jns[1]. physi cal Nane=Test Queue
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Worker - SSL Properties

In Cluster, Workers of each node communicate with each other directly for increased performance. This
communication is used to transport data of cluster remote edgesin clustered jobs between the nodes. For increased
security, it is possible to use SSL for the remote edge communication.

SSL communication between Workers needs to be enabled and configured separately from SSL of the application
container that runs Server Core. Thewor ker . ssl . enabl ed property isused to enable/disable SSL. If aCluster
node's "self" URL is using HTTPS, we automatically set the property to true. Configuration of SSL consists of
setting paths and passwords of KeyStore and TrustStore, see the table below for details.

Note that if the standard SSL related system properties (j avax. net. ssl . keyStore,
j avax. net . ssl . keySt or ePasswor d, j avax. net . ssl . keyAli as,
javax. net.ssl.trust Store andj avax. net. ssl . trust St or ePasswor d) are used to configure
KeyStore/TrustStorefor the Server Core, they are propagated to Worker; therefore, their respectivewor ker . ssl
properties do not need to be configured.

Recommended steps to enable SSL for inter-worker communication are:

» Enable SSL for each cluster node, via the application container settings. Configure TrustStore and KeyStore
viathe standardj avax. net . ssl . * properties.

o Setcluster. http.url foreach nodeto point to itsown HTTPS URL

» Check that communication between Cluster nodes over SSL works and that the nodes can correctly see each
other. The Monitoring page of Server Console should show the whole cluster group and its nodes correctly.

» Worker should automatically inherit the above SSL configuration.

* Run aclustered job on Worker

Table 15.5. Properties for SSL communication in Worker

Key Description Example

worker.sdl.enabled Enables or disables an SSL connection for Worker. truelf al se
Note that if the Server runson HTTPS, SSL is enabled
automatically; however, this property has a higher priority.

worker.sdl .keyStore Absolute path to the KeyStore file. path/to/keyStore.file
worker.ssl .keyStorePassward
The KeyStore password.
worker.sdl .keyAlias The alias of the key in keyStore. Optional - the property
does not have to be specified if thereisonly one key in the
KeyStore.
worker.sdl.port The port for SSL communication with Worker. The

property is configured automatically and the value is set
from worker.portRange (p. 90).

cluster.ssl.disableCertificatpabtibional i dation of certificatesin HTTPS connections of |t r ue/f al se
remote edges. Disabling the validation affects jobs run on
both Worker and Server Core.

Properties on Worker's Command Line

To ensure proper functionality of CloverDX Worker, there is a number of parameters which can appear on its
command line. These can be hard-coded, passed from the configuration file, propagated from Server Core or added
manually for a specific purpose, see the list below.

Note that the list does not include internal system parameters not configurable by the user.
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Table 15.6. List of Properties on Worker's Command Line

Property Note

Passed from Server Coreif worker.inheritSystemProperties (p. 92) istrue

-Djavax.net.ssl.
trustStorePassword

Standard SSL related properties.

-Djavax.net.sdl.
keyStorePassword

Values of the properties containing passwords are encrypted.

-Djavax.net.sdl.keyStore

j avax. net.ssl . keyStore is if

j avax. net . ssl . keySt or ePasswor d isnot empty.

passed only

-Djavax.net.sdl.trustStore

-Djavax.net.sdl .keyAlias

See also SSL properties for Worker (p. 95).

-Djavallibrary.path

-Djava.io.tmpdir

-Dhttps.protocols

Standard Java properties

-XX:MaxMetaspaceSize

Djava.rmi.server.hostnamel

-DsocksProxyHost

-DsocksProxyPort

-DsocksProxyVersion

Djava.net.socks.username

Djava.net.socks.password

Properties for proxy configuration.

Djava.net.useSystemProxig

SThe properties with * are passed for http, https and ftp.

-D*.proxyHost

-D*.proxyPort

-D*.proxyUser

-D*.proxyPassword

-D*.nonProxyHosts

Dcom.opensys.cloveretl.ad

Oreapionties et QNnfiahBA ddr essDoctor 5 component. For moreinformation, seethe

Dcom.opensys.cloveretl.ad

Designer documentation of the component.
dressdoctor.persistent

Dcloveretl.smb2.bouncycaj

Bouncy Castle for SMB2.
itle.jar.file

Hard-coded Properties

Djdk.nio.maxCachedBuffe

Limits the memory used by the temporary buffer cache; prevents memory leaks.
Size

-Dfile.encoding

The charset for file contents.

Added for Java 8

-XX:+UseG1GC

Setting G1 garbage collector as default for Java 8. See garbage collector for

Worker (p. 40).

Added for Java 9 and Newer
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Property Note

--add-opens=java.base/
javalang

--add-opens=java.base/
javauutil

Parameters for suppressing illegal reflective access warning (p. 45).

--add-exports=java.xml/
com.sun.org.apache.xerceslinternal .parsers

--add-opens=java.rmi/
sun.rmi.transport

Added from confi g. properti es/cl over. properties

-Xms*m Fromthewor ker . i ni t HeapSi ze property; * isthe property value.

-Xmx*m From thewor ker . maxHeapSi ze property; * isthe property value.

- From the worker.enableDebug (p. 91) property; * isadynamically determined port
agentlib:jdwp=transport=d sk &lytie eehygddre3he prrsmambaseen in the Worker section of the Monitoring
or Setup page.

-Dworker.ssl.enabled
-Dworker.sdl .keyStore

-Dworker.sdl.
keyStorePassword Values of the properties containing passwords are encrypted.
-Dworker.sd .keyAlias

Worker-specific SSL configuration properties.

If the standard SSL properties are used (see above), the Worker-specific properties
-Dworker.ssl.trustStore | don't have to be configured. See also SSL properties for Worker (p. 95).

Dworker.sdl.trustStorePassyvord

Dsecurity.config_propertiesReryptRbP{RUAeIE| a5eNaGSt thm for secure parameters. See Secure parameters
- configuration (p. 122).
Dsecurity.config_properties.encryptor.algorithm

Added if worker.ssl.enabled (p. 95) istrue

-Dworker.sd.port The port for SSL communication with Worker is taken from the port range set by
the worker.portRange (p. 90) property.
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Job Execution Properties

Table 15.7. Defaults for job execution configuration - see Job Config Properties (p. 151) for details

Key Description Default Value

executor.tracking_interval | Aninterval in milliseconds for scanning of a current status | 2000
of arunning graph. The shorter interval, the bigger log file.

executor.log_level Log level of graph runs. TRACE | DEBUG | INFO | WARN | INFO
| ERROR

executor.max_job_tree depth 32
Defines maximal depth of the job execution tree, e.g. for
recursive job it defines the maximal level of recursion
(counting from root job).

executor.max_running_corcurrently 0
Amount of graph instances which may exist (or run)
concurrently. 0 means no limits.

executor.max_graph_instarjce_age 0

Specifies how long can a graph instance be idling before
it isreleased from memory. Interval isin milliseconds. O
means no caching.

This property has been renamed since 2.8. Origina name
was executor.maxGraphlnstanceAge

executor.classpath Classpath for transformation/processor classes used in the
graph. Directory [Sandbox_root]/trans/ does not have to be
listed here, sinceit is automatically added to a graph run

classpath.

executor.skip_check_configDisables check of graph configuration. Increases true
performance of a graph execution; however, it may be
useful during graph devel opment.

executor.password This property is deprecated. The password for decoding
encoded DB connection passwords.

executor.verbose_mode | If true, more descriptive logs of graph runs are generated. | true

executor.use_jmx If true, the graph executor registers IMX mBean of the true
running graph.

executor.debug_mode If true, edges with enabled debug store datainto filesin false
debug directory.

List of all properties

clover.event.fileCheckMinlnterval (p. 88)
clover.event.fileCheckMinlnterval (p. 88)
clover.inDevelopment (p. 89)
clover.smtp.additional.* (p. 85)
clover.smtp.authentication (p. 85)

clover.smtp.host (p. 85)
clover.smtp.password (p. 85)

clover.smtp.port (p. 85)
clover.smtp.transport.protocol (p. 85)
clover.smtp.username (p. 85)
cluster.node.invocation.record.info.interval (p. 88)
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config.file (p. 82)
clover.home (p. 82)

dataservice.invocation.record.max.age (p. 87)
dataservice.failure.ratio.min.record.count (p. 87)
datasource.type (p. 83)

datasource.jndiName (p. 84)
engine.config.file (p. 83)
engine.plugins.additional .src (p. 83)
executor.classpath (p. 98)
executor.debug_mode (p. 98)
executor.log_level (p. 98)
executor.max_job_tree depth (p. 98)
executor.max_running_concurrently (p. 98)
executor.max_graph_instance _age (p. 98)
executor.password (p. 98)
executor.skip_check_config (p. 98)
executor.tracking.interval (p. 98)

executor.use jmx (p. 98)
executor.verbose mode (p. 98)

graph.logs_path (p. 86)

graph.pass event_params to_graph_in_old_style (p. 88)
http.api.enabled (p. 88)

jdbc.dialect (p. 84)

jdbc.driverClassName (p. 84)

jdbc.password (p. 84)

jdbc.url (p. 84)

jdbc.username (p. 84)
jvm.implementation.check.enabled (p. 88)

launch.http header prefix (p. 88)

launch.log.dir (p. 86)

launchservices.visible (p. 89)

license.context _names (p. 83)

licensefile (p. 83)

logging.appender.jobs.encoding (p. 86)
logging-appender-jobs-pattern_layout (p. 86)
logging.default_subdir (p. 85)
logging.logger.server_audit.enabled (p. 85)
logging.logger.server_integration.enabled (p. 86)
logging.mem_appender. WORKER.pattern_layout (p. 86)
logging.mem_appender. WORKER.size limit (p. 86)
logging.project_name (p. 85)

private.properties (p. 84)

properties resolver.placeholders.server_props list default (p. 87)
properties_resolver.resolve_server_props.server_props list additional (p. 87)
properties resolver.resolve server_props.server_props list default (p. 87)
quartz.driverDelegateClass (p. 84)
sandboxes.access.check.boundaries.enabled (p. 83)
sandboxes.home (p. 83)
security.basic_authentication.features list (p. 84)
security.basic_authentication.realm (p. 84)

security.default domain (p. 84)
security.digest_authentication.features list (p. 84)
security.digest_authentication.nonce validity (p. 85)
security.digest_authentication.realm (p. 85)
security.digest_authentication.storeAl.enabled (p. 84)
security.lockout.login.attempts (p. 85)
security.lockout.reset.period (p. 85)
security.lockout.unlock.period (p. 85)
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security.csrf.protection.enabled (p. 85)
security.session.exchange.limit (p. 84)
security.session.validity (p. 84)
server.env.min_heap_memory (p. 88)
server.env.min_nonheap_memory (p. 88)
task.archivator.archive file prefix (p. 87)
task.archivator.batch_size (p. 87)
temp.default_subdir (p. 88)

threadM anager.pool.allowCoreThreadTimeOut (p. 86)
threadM anager.pool.corePool Size (p. 86)
threadM anager.pool .keepAliveSeconds (p. 87)
threadM anager.pool.maxPool Size (p. 86)
threadM anager.pool .queueCapacity (p. 86)
webDav.method.propfind.maxDepth (p. 88)
worker.additional .classpath (p. 90)
worker.enableDebug (p. 91)
worker.inheritSystemProperties (p. 92)
worker.initHeapSize (p. 91)
worker.javaExecutable (p. 92)
worker.jvmOptions (p. 91)
worker.maxHeapSize (p. 91)
worker.portRange (p. 90)
worker.connectTimeout (p. 90)
worker.readTimeout (p. 90)
worker.initialWorkers (p. 90)
worker.jndi.datasource[0].url (p. 93)
worker.jndi.datasource[0].maxIdle (p. 93)
worker.jndi.datasource[0].maxTotal (p. 93)
worker.jndi.datasource[0].maxWaitMillis (p. 93)
worker.jndi.datasource[ Q] .username (p. 93)
worker.jndi.datasourcef0].password (p. 93)
worker.jndi.datasource[0].driverClassName (p. 93)
worker.jndi.datasource[ 0] .jndiName (p. 93)
worker.jndi.jmg[0].jndiName (p. 94)
worker.jndi.jms[0].factory (p. 94)
worker.jndi.jmg[0].type (p. 94)
worker.jndi.jms[0].jmsProperty (p. 94)
worker.ssl.enabled (p. 95)
worker.ssl.keyStore (p. 95)
worker.ssl.keyStorePassword (p. 95)
worker.ssl.keyAlias (p. 95)
cluster.sdsl.disableCertificateValidation (p. 95)
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Chapter 16. Secure Configuration Properties

Some configuration properties can be confidential (e.g. a password to a database, mail client, etc.) and thus it's
desirable to encrypt them. For this purpose, there is a command-line utility secure-cfg-tool .jar.

Basic Utility Usage (p. 101)
Advanced Usage - Custom Settings (p. 102)

Basic Utility Usage
1. Download the utility archivefile (secur e- cf g-t ool . zi p) and unzip it.

The utility isavailablein the downl oad section of your Clover DX account - at the samelocation asthe downl oad
of CloverDX Server.

2. Execute the script given for your operating system, encrypt . bat for MS Windows, encr ypt . sh for
Linux. You will be asked for inserting a value of a configuration property intended to be encrypted.

Example:

C:\secure-cfg-tool>encrypt.bat

EEE RS SRS TS L LSRR S SR EEE LS LSRR SRR EEEEEEEEEEEEEEEEEEE RS

Secure config encryption (use --help or -h option to show help)

EEE RS RS E ST EEEE SRS EEEEEE LS LSRR SRR EEEEEEEEEEEEEEEEEEE RS

*kkkkkk Conﬂg %ttl ngs *kkkkk*k
Provider:  SunJCE
Algorithm:  PBEWithMD5ANdDES

EEE RS R R R EEEEEEEEEEEEEE SRR L L

Enter text to encrypt: mypassword
Text to encrypt: "mypassword"
Encrypted text: conf#eCflGDIDtK SJhoVyDIRh7IftAbl/vsH

C:\secure-cfg-tool>

If you want to configure the way the values are encrypted, see Advanced Usage - Custom Settings (p. 102)

3. The encrypted string has conf#encrypted property format and can be used as a value of a configuration
property in the propertiesfile, cl over. xm fileor web. xm file (see details about configuration sourcesin
Chapter 12, Configuration Sources (p. 50)).

Example of a configuration property file with encrypted password:

jdbc. driverCl assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: postgresql ://127.0.0. 1/ cl over _db?char Set =UTF- 8
j dbc. user nane=your User nane

j dbc. passwor d=conf #eCf | GDI Dt KSJj h9VyDl Rh7I ft Abl / vsH

j dbc. di al ect =or g. hi ber nat e. di al ect. Post greSQLDi al ect

Alternatively, you can use the following command:

java -jar secure-cfg-tool.jar
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I mportant
L -

Vaues encrypted by a Secure parameter form (Chapter 20, Secure Parameters(p. 120) cannot
be used as a value of a configuration property.

Advanced Usage - Custom Settings

Theway of encrypting configuration val ues described above uses default configuration settings (adefault provider
and algorithm). If you need to customi ze the settings, use the following parameters of the secure-cfg-tool.jar utility.

Table 16.1. Parameters

Parameter Description Example

--agorithm, -a | algorithm to encrypt --agorithm PBEWithM D5ANndDES

-file, -f config file location -f C:\User\John
\cloverServer.properties

--help, -h show help --help

--providerclass, | custom provider class -c org.provider.ProviderClass

-C

-- path to jar/folder containing a custom provider class | --providerlocation C:\User\John\lib

providerlocation| (it will be added to the classpath) \customprovider.jar, -I C:\User\John

-l \lib\

--providers, -p | print available security providers and their algorithms | --providers

Fa Note
To demonstrate usage of an external provider the Bouncy Castle provider is used.
To find out alist of algorithms, use -p or --providers
C:\secure-cfg-tool >encrypt.bat -p

If you want to find out alist of algorithms of an external provider, you must pass the provider's class name and
path to jar file(s).

C.\secure-cfg-tool >encrypt. bat -p -C
org. bouncycastl e. j ce. provi der. BouncyCast| eProvider -1 C:\User\John\bcprov-
j dk150n- 152.j ar

Result might look like this:

*x%%x | ist of available providers and their algorithms *****
Provider: SunJCE
Provider class: com.sun.crypto.provider.SunJCE
Algorithms:
PBEWithMD5ANdDES
PBEWIithSHA1ANndDESede
PBEWIithSHA1ANdRC2_40
Provider: BC
Provider class. org.bouncycastle.jce.provider.BouncyCastleProvider
Algorithms:
PBEWITHMD2ANDDES
PBEWITHMDS5AND128BITAES-CBC-OPENSSL
PBEWITHMDS5AND192BITAES-CBC-OPENSSL
PBEWITHMDS5AND256BITAES-CBC-OPENSSL
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The provider class is displayed on the row starting with Provider class, algorithms are strings with PBE prefix.
Both can be used to configure encryption.

Configuring the Encryption Process

The algorithm and provider can be passed to the utility in two ways.

» Using command line arguments
To change the algorithm, use the argument -a. The provider remains default (SUnJCE in case of Oracle Java):
C.\secure-cfg-tool >encrypt. bat -a PBEWt hVD5AnNdDES

To use an external provider, you must specify the provider's class name (the - - pr ovi dercl ass or - ¢
arguments) and add jar(s) to the classpath (the- - pr ovi der | ocati on or -1 arguments). Provider location
must point to aconcretejar file or directory containing thejar(s) and can be used several timesfor several paths:

C:\secure-cfg-tool >encrypt.bat -a PBEW THSHA256AND256BI TAES- CBC-BC -c
or g. bouncycast| e. j ce. provi der. BouncyCast | eProvi der -1 C:\ User\John\ bcprov-
j dk150n- 152.j ar

» Using configuration file
A configuration file is acommon properties file (text file with key-value pairs):
[ property-key] =[ property-val ue]

See the following example of secur e. confi g. exanpl e. properti es distributed within secur e-
cfg-tool.zip):

security.config_properties.encryptor.al gorithmPBEW THSHA256 AND256BI TAES- CBC- BC
security.config_properties.encryptor.provider.location=C\\User\\libs

Y ou must also set the path to the file using the -f argument:

C:\secure-cfg-tool >encrypt.bat -f path/to/secure.config.exanpl e. properties

Note
L

More jar locations can be set in the security.config_properties.encryptor.provider L ocation
property. The locations are delimited by semicolon.

Configuring an application server

CloverDX Server application needs to know how the values have been encrypted, therefore the properties must
be passed to the server (see detailsin Part 111, “ Configuration” (p. 47)). For example:

security.config_properties.encryptor. providerd assName=or g. bouncycast| e. j ce. provi der. BouncyCast | eP)
security.config_properties.encryptor.al gorithmPBEW THSHA256AND256BI TAES- CBC- BC

I mportant

If athird-party provider is used, its classes must be accessible to the application server. Property
security.config_properties.encryptor.provider L ocation will be ignored.
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Chapter 17. Logging

Main Logs (p. 104)
Another Useful Logging Settings (p. 104)

Access Log in Apache Tomcat (p. 105)
Application Server Logs (p. 105)

Graph Run Logs (p. 105)

Server Audit Logs (p. 105)
Designer-Server Integration Logs (p. 106)

Main Logs

The Clover DX Server usesthelogdj library for logging. The WAR file contains the default log4j configuration.
Thelogdj configuration filel og4j . xm isplaced in WEB- | NF/ ¢l asses directory.

By default, log files are produced in the directory specified by thej ava. i 0. t npdi r system property in the
cl over| ogs subdirectory.

The java.io.tnpdir system property usualy points to a common system temp directory, i.e. / t np. On
Apache Tomcat, it isusualy the $TOMCAT _HOVE/ t enp directory.

The default logging configuration (I og4j . xm bundled in the clover.war) may be changed to another log4j
configuration file using system property | og4j . confi gur at i on. If you override the configuration, only the
properties from the new file are used.

Thel og4j . confi gurati on should contain the URL of the new log4j configuration file, not a simple file
system path, for example:

| og4j . configuration=file:/hone/clover/config/log4j.xn

Tip
)
It is better to copy the origina file and modify the copy, than to create a new file.

Please note that | og4j . confi gurati on isnot a CloverDX Server configuration property, but a system
property, thusit must be set on the VM command lineby - DI og4j . confi gur at i on or inother way suitable
for the application container. See the Installation (p. 11) chapter for more information on how to set a system
property for each application container.

Since such a configuration overrides the default configuration, it may influence Graph run logs. So your own log
configuration has to contain following fragment to preserve Graph run logs:

<l ogger nane="Tracking" additivity="fal se">
<l evel val ue="debug"/>
</l ogger >

Another Useful Logging Settings

These system properties allow for logging of HTTP requests/responses to stdout:
Client side:

comsun. xm .ws.transport. http.client. HtpTransportPi pe. dunp=true (For more
information, seethe Integrating Clover DX Designer with Clover DX Server chapter of the Clover DX Designer
User's Guide.)
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Server side;

com sun. xm . ws.transport. http. H t pAdapt er. dunp=t rue

Access Log in Apache Tomcat

If you need to log all requests processed by the server, add the following code to $CATALI NA_ HOVE/ conf/
server. xm .

<Val ve cl assNanme="or g. apache. cat al i na. val ves. AccessLogVal ve" directory="1o0gs"
prefi x="l ocal host _access_| og" suffix=".txt"
pattern="% % % % YD % % %" />

The format defined above has following meaning

[P address] [date-tinme] [processing duration in mlliseconds] [method] [URL] [protocol
Thelog will look like the next line

172.17.30.243 - - [13/Nov/2014: 12:53: 03 +0000] 2 "POST /clover/spring-rpc/clusterNodeAp

See also Valve in documentation on Apache Tomcat.

Application Server Logs

If you use Apache Tomcat, it logsinto $CATALI NA_HOVE/ | ogs/ cat al i na. out file.

Graph Run Logs

Each graph or jobflow run has its own log file — for example, in the Server Console, section Execution
History (p. 199).

By default, these log files are saved in the subdirectory cloverLogs/graph in the directory specified by
java.io. tnpdi r system property.

It's possible to specify adifferent location for these logswith the CloverDX gr aph. | ogs_pat h property. This
property does not influence main Server logs.

Server Audit Logs
Server Audit Log logs operations called on Server Facade and JDBC proxy interfaces.

Audit logging can be enabled by setting (adding) the vaue of CloverDX property
| oggi ng. | ogger. server _audi t. enabl ed totrue. In server GUI, you can change the property valuein

Configuration - Setup — Configuration File. Audit logging is disabled by default.

The name of output file is server-audi t. | og. The fileisin the same directory as main server log files.
Default log level is DEBUG, so all operations which may do any change or another important operations (e.g.
login or openJdbcConnection) are logged. To enable logging of all operations, change log level to TRACE in the
log4j configuration.

Each logged operation islogged by two messages: entering method and exiting method (if the exception israised,
it'slogged instead of output parameters)

 Entering method (marked as "inputParams"). All method's parameters (except for passwords) are printed.
 Exiting method (marked as "outputParams"). Method's return value is printed.
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» Exception in method (marked as "EXCEPTION"). Exception's stacktrace is printed.
Message a so contains:

» username, if the user is known

 client IP address, if it's known
 cluster node ID

* Interface name and the operation name

Values of transient and lazy initialized (in entity classes) fields and fields with binary content are not printed.

Designer-Server Integration Logs

Thelogging of Designer-Server integration can be enabled with logging.logger.server_integration.enabled (p. 86)
configuration property. The name of thelog fileisser ver-i nt egrati on. | og.

The log format is date and time, |P address of Designer, user name, operation, result of the operation (success/
failure) and duration in milliseconds.

2018-03- 07 16:42:00,525 10.0. 3.2 user=cl over, operation=executeG aph SUCCESS duration=576 ns

Worker Log

Worker log logs operation performed by the Worker. The Worker is configured with a separate | og4j . xni
configuration file.
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Chapter 18. Monitoring

Monitoring section in the Server GUI displays useful information about current performance of the standalone
CloverDX Server or all Cluster nodesif the Clustering is enabled.

Monitoring section of the Standalone server hasdightly different design from the Cluster environment - the server-
view isthe same as node detail in Cluster environment.

The section is refreshed every 15 seconds so the displayed data stays up-to-date. The page can aso be refreshed
manually by the Refresh button.

Standalone Server Detail

Standalone Server detail view displays info collected from the standalone Server. The info is grouped in several
panels. The following panels are displayed by default.

» Resource Utilization (p. 108)

» Worker and System (p. 109)

* License (p. 109)
 Performance (p. 109)
e CPU Load (p. 110)

* Running Jobs (p. 110)
 Status History (p. 110)

Y ou can display the hidden actions with Actions button: choose Actions — Show details.

CloverDX

12859063
®

W Selectimeinterval  ~

Export W Selectmeinterval  ~

n
n
O

Figure 18.1. Standalone server detail

Resource Utilization

Resource Utilization panel shows the amount of used System memory, System disk swap Server Core heap
memory, Server Core non-heap memory, Worker heap memory and Worker non-heap memory.
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RESOURCE UTILIZATION
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Figure 18.2. Resource Utilization

Worker and System

Contain basic information about Worker and operating system.

WORKER SYSTEM

Status ® RUNNING Current time 2018-12-10 13:35:31 CET
Uptime 3 mins 37 secs Java timezone Europe/Prague

Name [worker0@node0 1] UTC time 2018-12-10 12:35:31 GMT
Ports @ 10500, 10501, 10502, -, - Uptime 4 mins 10 secs

Running jobs 1 Clock drift @ 2ms

Figure 18.3. Worker

License

Contains information about license.

LICENSE
NAME VALUE
License expiration 42 days

License number

License location Database

Figure 18.4. System

Performance

The Performance panel contains a chart with three basic performance statistics: a number of running
jobs, amount of used up Server and Worker heap memory. The graph displays values gathered within a
specific interval. The interval can be set up with the combo box above the graph or configured by the
cl ust er. node. sendi nfo. hi story. i nterval configproperty.

Note that the heap memory is constantly oscillating, even in idle state, since it is periodically managed by JVvM
garbage collector (i.e. the temporary data required for running Clover DX Server and Worker is periodically
removed from/allocated to the heap memory).

PERFORMANCE
Il Select time interval =
Ml Funning jots B Cors Server heap memory Worker heap memry
699
T
1 559 @
2 ]
s o
= 419 3
= /——-—/_/_r__ 3
£ 219 8
= 93
El =
v I LP_,_/—’I 140 5
0
13:31:30 13:32.00 13:32:30 13:33:00 13:33:30 13:34:00 13:34:30 13:35.00 13:35:30

Figure 18.5. Performance
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CPU Load

The CPU Load panel displays a chart with info about total CPU load and CPU load caused by VM (both Core
Server and Worker).

CPU LOAD

Il Select time interval =

W cyzem Il Core S=rver Wiorker
100

CPU load (%)

@
&
@
&
b
r}
b
by

= -

% &

Figure 18.6. CPU Load

Running Jobs

Running jobs panel lists currently running jobs, 10 most recent runs are displayed.

(¥ 2 RUNNING JOBS
93 7 secs default
graphitest100.grf

94 6 secs default
* i graphitest.grf

Figure 18.7. Running jobs

Status History

Status history panel displays node statuses history since restart of the Server.

STATUS HISTORY (LAST 10)

updated by node01
READY . -
2018-12-10 13:31:55

updated by node01

STARTING . .
2018-12-10 13:31:.22

O0—=O

Figure 18.8. Status History
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Users' Accesses

This panel lists info about activities on files performed by users. The list displays a timestamp of an event,
username, address and name of the method.

USERS' ACCESSES

DATE USERNAME ADDRESS METHOD

2018-12-10 12:57:36 CET clover 127.0.0.1 executeGraphAsync
2018-12-10 13:57:34 CET clover 127.0.01 executeGraphAsync
2018-12-10 13:56:24 CET clover 127.0.0.1 executeGraphAsync
2018-12-10 13:56:22 CET clover 127.0.0.1 executeGraphAsync
2018-12-10 13:33:44 CET clover 127.0.01 executeGraphAsync

Figure 18.9. Users' Accesses panel

Classloader cache

Classloader cache lists al currently cached classloaders. The classloader cache may be empty as classloader
caching is disabled by default.

Status

Status panel displays current node status since last server restart. It displays current server status, exact Java
version, exact Clover DX Server version, way of access to database, etc.

STATUS
NAME VALUE
Last status check time 2018-12-10 14:13:32
Available heap memory (used / commited / max) 499 MB / 666 MB / 1,820 MB
Available non-heap memory (used / commited / max) 195 MB / 202 MB / 2.283 MB
Status READY
CloverDX version 5106
Java version 1.8.0_144
Active threads 79
Loaded classes 20370
Running jobs 0
Active locks 1]

Event listeners
Number of job pools 0
Number of jobs in the pools 0
Number of transformation definitions in use
Nodes accessible by asynchronous messaging
Nodes accessible by synchronous messaging
Database access local
PostgreSQL JDBC Driver
4225

Asynchronous messaging info

Figure 18.10. Status

Resource Utilization Detail

Provides information about CloverDX Server utilization of operating system resources.
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RESOURCE UTILIZATION DETAIL

NAME VALUE
Average load 0.0

Time CPU spent idle 83%

CPU gueue length 0

Swap 0 0/0{IN/OUT)
Direct memory 0MB/0MB
Free temp space 127 GB

Figure 18.11. Status

Heartbeat

Heartbeat panel displays alist of heartbeat events and their results.

HEARTBEAT

CURRENT TIME CLOCK DRIFT HEAP MEM USED ACTIVE THREADS LOADED CLASSES RUNNING JOBS
2018-12-1014:21:13 0ms 354 MB 79 20218 il

2018-12-10 14:21:11 0ms 354 MB 79 20218 i}

2018-12-10 14:21:09 0ms 354 MB 79 20218 0

2018-12-10 14:21:07 0ms 354 MB 79 20218 i}

2018-12-10 14:21:05 0ms 353 MB 81 20218 il

2018-12-10 14:21:03 0ms 353 MB 79 20218 0

2018-12-10 14:21:01 0ms 326 MB 79 20218 il -

Figure 18.12. Heartbeat

Threads

Threads panel lists Java threads and their states.

THREADS
THREAD NAME THREAD STATE WAITED TIME [M5) BLOCKED TIME (M5)
AbortedJobsCleanup TIMED_WAITING -1 -1
AsyncFileHandler\Writer-491044090 TIMED_WAITING -1 -1
Attach Listener RUNNABLE -1 -1
ContainerBackgroundProcessor[Sta ' B R
ndardEngine[Catalina]] UMEREHAITING i i
DRDAConnThread_2 WAITING -1 -1
DRDAConnThread_3 WAITING -1 -1
DefaultQuartzScheduler_QuartzSch TIMED_WAITING 1 1
edulerThread
Figure 18.13. Threads
Quartz

Quartz panel lists scheduled actions: their name, description, start time, end time, time of previous event, time of
next event and expected final event.

QUARTZ
PREVIOUS EVENT
NAME DESCRIPTION START TIME END TIME (WITHIN THIS UP- NEXT EVENT S AL
TIME)
‘ Delete old 2018-12-10 2018-12-10 2018-12-10
trigger_45 execution artifacts ~ 10:32:57 14:00:00 15:00:00
. Delate old debug 2018-12-10 2018-12-10 2018-12-10
trigger_47 filas 10:32:57 14:20:00 14:30:00

Figure 18.14. Quartz
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Cluster Overview

Cluster overview displaysinfo collected from all cluster nodes. The info is grouped in severa panels:
* List of nodes with atoolbar - allows manipulation with selected nodes
 Status history - Displays last 10 status changes for all cluster nodes

» Nodedetail - Displays several basic performance attributes for selected nodes. It's visible on the right side only
when activated by button on the toolbar.

* Running jobs - It's displayed only when there are running jobs.

CloverDX v Page Loaded Vitapha/lests  2018-12-17 0929 +01:00

B Monitoring v

== testsl
EE o CLUSTER NODES —
P, Execution History Cluster group

STATUS HISTORY (LAST 10)
€ Task History

E krychle-bmo

updated by vitalpha
o v ADY virtalpha e 4‘,,
" mm  vitalpha Exn 018-12-14 4
& Schedules = e — 1 \ 8 of o290
= 9 2 updated by krychie-brmo
@ Data Services v READY krychlebmo o > 14134113
= ’
” == vitgray krychle-bmo
& Event Listeners
virt.proteus
# Launch Services M oo UNNING 1085 | Up for 2 days 2 tp://krychie:8081/clover
virt.gray
5 Sandboxes 2 ™
= Exn - . R
Exn c of 5 virtalpha
/ Configuration ~ .
virt-alpha krychle-bmo
Users ‘
Groups 0 RUNNING J Upfor2days 23hrs « hitpdivirt-alpha:8087/clove oD
2 ~ = virt.gray
Temp Spaces Exn
Exn !
1468 9GB 57GB 40GB
System Info I it
CloverDX Info virtgray
krychle-brn
Export
O RUNNING JOBS Up for 2 days 23 hrs + it-gray 8087 clover
Import
setup v S
Exn
© Hep Exn e e
[ o] - o e
virt-proteus
<

Figure 18.15. Cluster overview
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Node Detall

Node Detail is similar to the Standalone Server Detail (p. 108) mentioned above, however it displays detail info

about node selected in the menu on the | ft.

CloverDX  Page Loaded

Monitoring N

=7 == RESOURCE UTILIZATION
Status History luster group -

STATUS HISTORY (LAST 10

Server Logs

=m
= kiychlebmo 8 268
¥, Execution History N et
READY krychle-brmo "
o Task History
krychle-bmo o
" = vitgay WORKER sysTEm
& Schedules =
Status ® RUNNING Current time 2018-12-17 09:32:15 CET aySiiebay
& Data Services v —
= vitproteus Uptime 2 days 23 hrs Java timezone EuropelPrague
& Event Listeners Name [worker0@krychle-bmo] UTC time 2018-12-17 08:32:15 GMT kaychle-brmo
€ Launch Sevices Ports @ 10505, 10506, 10507, Uptime 2days 23hrs
Running jobs 0 Clock drift @ H01ms
krychle-brmo
% Sandboxes PERFORMANCE
krychle-brmo
W Selecttimeinerval  ~
-
/ Configuration ~ e kaychle-bmo
I
Users Uy M s
3 kaychle-bmo
Groups 3
E|
Security z krychle-brn
Temp Spaces 000 1200 1400 600 1800 2000 2200 0000 0200 0800 0600 0800
System Info
CloverDX Info cPuLOAD
Export W Selecttimeinerval  ~
- e
import 100
setup
<

Figure 18.16. Node detail

114



Chapter 18. Monitoring

Server Logs

Server Logs tab alows user to investigate log messages logged on other cluster nodes. Since the log messages
are collected in memory, the maximum number of collected messages is relatively low by default, however it's
customizable.

There are different "Log types':

* COMMON - Ordinary server logs as stored in log files. It contains information on successful and unsuccessful
logins, start and end of job execution etc.

 WORKER - Worker related log.
Thelog fileis${j ava. i o. tnpdir}/cl overl ogs/ wor ker-[ node_nane] .| og.

* CLUSTER - Only cluster - related messages are visible in this log. It contains information on job delegation
and other types of messages related to cluster communication.

 LAUNCH_SERVICES - Only requests for launch services (deprecated)

* AUDIT - Detail logging of operations called on the Clover DX Server Core. Since the full logging may affect
server performance, it's disabled by default. See Server Audit Logs (p. 105) for details

Thelogfileis${j ava. i o.tmpdir}/cl overl ogs/ user-acti on. | og.

e« USER ACTION - Contains some of user operations, e.g. login, logout, user creation, job execution, file
synchronization (upload to server)

The corresponding log fileis${j ava. i o. t mpdi r}/ cl over| ogs/ user - acti on. | og.
* SERVER_INTERACTION - Interaction between Designer and Server.

Thelogfileis${j ava.io.tnpdir}/cl overl ogs/server-integration.| og.

CloverDX node01 /cloverCluster  2018-12-17 0933 +01:00

& Monitoring -

NodeD node01  ~ Logtype COMMON - m
Status History
Logsize 500

Server Logs
P Execution History

o Task History

& Schedules
@ Data Services v

& Event Listeners

& Sandboxes

/ Configuration v

© Help

lover/EB-INF/plugins/

Figure 18.17. Server Logs

See also: Chapter 17, Logging (p. 104).
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Using the Monitoring

Restarting the Worker

Switch to Monitoring > Status tab.
In the worker tile, click Actions button and select Finish jobs and restart from the menu.
The worker will be restarted.

See also Worker and System (p. 109).

Showing Worker's Command Line Arguments

Switch to Monitoring > Status tab.
In the worker tile, click the Actions button and select Show command line.
The command line arguments and parameters will be displayed.

See also Worker and System (p. 109).

Suspending the Server

Switch to Monitoring > Status tab.

Click the Actions button (in the upper left corner) and select Suspend from the menu.

The server will be suspended. If thereis ajob running, the node will wait until it finishes.

If you nc?ed to suspend the node immediately without waiting for jobs to finish, use Suspend at once instead of
Suspend.

Resuming the Server

Switch to Monitoring > Status tab.
Click the Actions button (in the upper right corner) and select Resume from the menu.

The server will be resumed.

Displaying List of Threads of the Server Core

Switch to Monitoring > Status tab.

Click the Actions button (in the upper right corner) and select Show Details. Several new tileswill appear. Search
for the Threadstile.
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Many of the components available in the Clover DX Server require temporary filesor directoriesin order to work
correctly. Temp space is a physical location on the file system where these files or directories are created and
maintained. Clover DX Server allows you to configure and manage temp spaces - you can specify their locations,
see usage of the filesystem etc.

To access this administration section, you need Temp Space Management permission (p. 141).

Overview

The overview of temp spaces defined in Clover DX Server is available under Configuration > Temp Spaces.

The overview panel displays list of temp spaces for each node in the Cluster. These properties are displayed for
each temp space:

Node - name of the node on which the temp space is located (only in Clustered environment)

Root path - location of the temp space with unresolved placeholders (see note below for placeholders)
Resolved path - location of the temp space with resolved placehol ders (see note below for placehol ders)
Free space - remaining space for the temp space

File system size - all available space for the temp space (actua size of the filesystem where the temp space
resides)

File system usage - size of used space in percentage
Available - the directory exists and is writable

Status - current status of temp space, canbe Act i ve or Di sabl ed

Note
O It is possible to use system properties and environment variables as placeholders. See Using

environment variables and system properties (p. 118).

© New Temp Space
Free File File
Node Root path Resolved path o system system Available Status
P size usage

virt_aln P - fopt/apache-tomcat- o
vit-alpha  ${java.io_tmpdir}/clover_temp_virt-alpha 9.0.12/temp/ciovar_temp_virt-alpha 9.8 GB 447 GB 78% o Active
virt-gray ${java.io tmpdir}/clover_temp_virt-gray Jopt'tomcat9/tempiclover_temp_virt-gray 19.9 GB 31.4GB 36% Q Active

S P - fopt/clover-geo- o
S{java.io.tmpdir}/clover_temp_virt-proteus clustertempspace/clover_temp_virt-proteus 13.3GB 249 GB 45% o Active

; J lopt/clover-geo- 287.7 299.9 o
${java.io_tmpdir}/clover_temp_krychle-brno Clusteriempspace/clover_temp_krychie-bmo o P 4% Q Active

Figure 19.1. Configured temp spaces overview - one default temp space on each cluster node
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Management
Temp space management offers an interface with optionsto add, disable, enable and del ete atemp space.

Initialization (p. 118)

Adding Temp Space (p. 118)

Using environment variables and system properties (p. 118)
Disabling Temp Space (p. 119)

Enabling Temp Space (p. 119)

Removing Temp Space (p. 119)

Initialization

When CloverDX Server is starting the system checks temp space configuration: in case no temp space is
configured anew default temp spaceiscreated inthedirectory wherej ava. i 0. t npdi r system property points.
The directory is named as follows:

 ${java.io.tnpdir}/clover_tenp incaseof astandaone Server

» ${java.io.tnpdir}/clover_tenp_<node i d>incaseof Server Cluster

Adding Temp Space

In order to define new temp space, click the New Temp Space button and specify its path. In case of Cluster
environment, specify the node on which the new temp space should be created. If the directory entered does not
exist, it will be created.

Tip

N Themain point of adding additional temp spacesisto enable higher system throughput - thereforethe
paths entered should point to directories residing on different physical devices to achieve maximal
1/O performance.

Using environment variables and system properties

Environment variables and system properties can be used in the temp space path as a placeholder; they can be
arbitrarily combined and resolved paths for each node may differ in accord with its configuration.

Note

vy The environment variables have higher priority than system properties of the same name. The path
with variables are resolved after system has added new temp space and when the Server is starting.
In case the variable value has been changed, it is necessary to restart the Server so that the change
takes effect.

Examples:

* Given that an environment variable USERNAME hasavalue cl over dxUser . and is used as a placeholder in
the path C: \ User s\ ${ USERNAME} \ t np, theresolved pathisC: \ User s\ cl over dxUser\ t np.

e Given that Java system property java.io.tnpdir has a vaue C:.\Users\cl overdxUser
\ AppDat a\ Local\Tenp and the propety is used as a placeholder in the path
${java.io.tnpdir}\tenp_fol der, the resolved path is C. \ User s\ cl over dxUser \ AppDat a
\ Local \ Temp\t enp_f ol der.

* Node node01 has been started with - Dcust om t enrpor ary. di r=C: \'t np_node01 parameter. Node
node02 has been started with - Dcust om t enpor ary. di r =C: \ t np_node02 parameter. The declared
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pathis${ cust om t emrpor ary. di r } . Theresolved path is different for each node, C: \ t np_node01 for
nodeOl1l and C: \t np_node02 for node02.

» When the declared pathis${j ava. i o. t npdi r } \ ${ USERNAVE} \ t np_f ol der , the resolved pathis C:
\'t mp\ cl over dxUser\t np_f ol der.

Disabling Temp Space

To disable atemp space, click on the three vertical dots menu on the right side of the respective temp space and
select Disable. Once the temp space has been disabled, no new temporary files will be created in it, but the files
already created may be till used by running jobs. In casethere arefilesleft from previousor current job executions
anotification is displayed.

Note
'u‘ The system ensures that at least one enabled temp space is available.

Enabling Temp Space

To enable a temp space, click on the three vertical dots menu on the right side of the respective disabled temp
space and select Enable. Enabled temp spaceis active, i.e. available for temporary files and directories creation.

Removing Temp Space

To remove atemp space, click on the three vertical dots menu on the right side of the respective temp space and
select Delete. Only disabled temp spaces may be removed. If there are any running jobs using the temp space,
the system will not allow itsremoval.
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Secure parameters configuration (p. 122)
Installing Bouncy Castle JCE Provider (p. 123)

Transformation graphsin CloverDX Server environment allow you to define secure graph parameters. Secure
graph parameters are regular graph parameters, either internal or external (ina* . pr mfile), but the values of the
graph parameters are not stored in plain text on thefile system - encrypted values are persisted instead. Thisallows
you to use graph parameters to handle sensitive information, typically credentials such as passwords to databases.

Secure parameters are only available in CloverDX Server environment, including working with Clover DX
Server Projectsin Clover DX Designer.

The encryption algorithm must be initialized with amaster password. The master password has to be manually

set after Server installation in Configuration — Security. Secure parameters cannot be used before the master
password is set.

The maximum length of the master password is 255 characters; there are no other restrictions or complexity
requirements.
Master password

© The master password is used to encrypt/decrypt secure parameters

Figure 20.1. Master password initialization

After setting the master password secure parameters are fully availablein Graph parameter editor in Clover DX
Designer. When setting value of a secure parameter, it will be automatically encrypted using the master password.
Secure parameters are automatically decrypted by the Server in graph runtime. A parameter value can also be
encrypted in the Clover DX Server Consolein the Configuration > Security > Secure Parameters page - use the
Encrypt text section.

Master password

© The master password is used to encrypt/decrypt secure parameters

Change master password | Clear master password

Encrypt text
The encrypted text can be used as value of a secure parameter in a graph

Text to encrypt

Figure 20.2. Graph parameters tab with initialized master password

If you change the master password, the secure parameters encrypted using the old master password cannot be
decrypted correctly anymore. In that case existing secure parameters need to be encrypted again with the new
master password. That can be accomplished ssimply by setting their value (non-encrypted) again in the Graph
parameter editor. Similar master password inconsistency issue can occur if you move a transformation graph
with some secure parameters to another Server with a different master password. So it is highly recommended to
use the identical master password for all your Clover DX Server installations.
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See documentation of secure parametersin Clover DX Designer manual for further details.
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Secure parameters configuration

Encryption of secure parameters can be further customized via Server configuration parameters.

Table 20.1. Secure parameters configuration parameters

Property name
security.job_parameters.encry

Default value

ptor.agorithm
PBEWIithMD5ANdDES

Description

The algorithm to be used for encryption. This
algorithm has to be supported by your JCE
provider (if you specify a custom one, or the
default VM provider if you don't). The name of
algorithm should start with PBE prefix.

Thelist of available algorithms depends on

your JCE provider, e.g. for the default SUnJCE
provider you can find them on SunJCEProvider or
for the Bouncy Castle provider on Bouncy Castle
Specifications (section Algorithms/PBE)).

security.job_parameters.encry

ptor.master_password_encryg
clover

tion.password
The password used to encrypt values persisted
in the database table secure_param passwd (the
master password is persisted there).

security.job_parameters.encry

ptor.providerClassName
Empty string. The default
JVM provider isused (e.g.
for Oracle Java the SunJCE
provider is used)

The name of the security provider to be

asked for the encryption algorithm. It

must implement java.security.Provider

interface. For example set to
org.bouncycastle.jce.provider.BouncyCastleProvig
for the Bouncy Castle JCE provider, see below.
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Installing Bouncy Castle JCE Provider

Algorithms provided by VM could be too weak to satisfy an adequate security. Therefore it is recommended to
install athird-party JCE provider. Following example demonstrates installation of one concrete provider, Bouncy
Castle JCE provider. Another provider would be installed similarly.

1. Download Bouncy Castle provider jar (e.g. bcprov-jdk150n-150.jar) from http://bouncycastle.org/
latest_releases.html

2. Add the jar to the classpath of your application container running Clover DX Server, e.g. to directory V\EB-
INF/1ib

3. Set value of the security.job_parameters.encryptor.provider ClassName attribute to
org.bouncycastle.jce.provider.BouncyCastleProvider intheconf i g. properti es file.

4. Set value of the security.job parameters.encryptor.algorithm attribute to the desired agorithm (e.g.
PBEWI THSHA256AND256BITAES-CBC-BC).

Example of configuration using Bouncy Castle:

security.job_paraneters. encryptor. al gorithn=PBEW THSHA256 AND256BI TAES- CBC- BC
security.job_paraneters. encryptor. provi der 0 assNane=or g. bouncycast| e. j ce. provi der. BouncyCast | ePr ov
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Chapter 21. Users and Groups

The Clover DX Server has abuilt-in security module that manages users and groups. User groups control access
permissions to sandboxes and operations the users can perform on the Server, including authenticated calls to
Server API functions. A single user can belong to multiple groups.

LDAP or Active Directory can be configured with the Server to authenticate users and optionally assign their
effective groups (and permissions) from a global directory.

Y ou can manage users and user groups in Configuration > Users and Groups. Please note that you need aList
usersand List groups permissions, respectively.
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LDAP Authentication

Configuration (p. 126)
Basic LDAP connection properties (p. 126)

Configuration of user and group lookup (p. 126)

Since version 3.2, it is possible to configure the Server to use an LDAP server for users authentication. Thisway,
the credentials of users registered in LDAP may be used for authentication to any Clover DX Server interface
(API or web console).

However, the authorization (access levels to sandboxes content and privileges for operations) is still handled by
the Clover DX security module. Each user, even when logged-in using L DAP authentication, must have their own
"user" record (with related groups) in the Clover DX security module. So there must be a user with the same
username and domain set to "LDAP". Such a record has to be created by a Server administrator before the user
canlogin.

To configure LDAP authentication, use the Setup GUI (p. 60).

Use LDAP for user authentication only

If this Authentication Policy is selected, CloverDX Server uses LDAP directory to verify only the user's
password:

1. The user specifiesthe LDAP credentiasin the login form to the Server web console.
2. Clover DX Server looks up the user's record and checks whether it hasthe "LDAP" domain set.

3. The Server attemptsto connect to the LDAP server using the user's credentials. If it succeeds, the user islogged
in.

Use LDAP for user authentication and user synchronization

In thismode, Clover DX Server verifies user's credentials and synchronizes additional information (group, name
and email) with those stored in LDAP.

In case the Server is configured for user authentication and group synchronization, the procedureis asfollows:
1. The user specifiesthe LDAP credentialsin the login form to the Server web console.
2. CloverDX Server looks up the user's record and checks whether it hasthe "LDAP" domain set.

3. CloverDX Server connects to the LDAP server and checks whether the user exists (it uses specified search
to lookup in LDAP).

4. If the user existsin LDAP, Clover DX Server performs authentication.
5. If the authentication is successful, Clover DX Server searches LDAP for user's groups.
6. Clover DX user isassigned to the Clover DX groups according to his current assignation to the LDAP groups.

7. User islogged-in.

Note
v

Switching domains:

 If auser was created as L DAP and then switched to clover domain, you have to set a password
for him in the Change password tab.
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 If auser was created as clover and then switched to LDAP domain, they have a password in
clover domain, but it isoverridden by the LDAP password. After switching back to clover domain,
the original password isre-used. It can be reset in the Change password tab, if needed.

Configuration

By default Clover DX Server alowsonly itsown internal mechanism for authentication. To enable authentication
with LDAP, set the configuration property "security.authentication.allowed_domains' properly. It isalist of user
domains that are used for authentication.

Currently there are 2 authentication mechanism implemented: "LDAP" and "clover” ("clover" is an identifier of
CloverDX internal authentication and may be changed by security.default_domain property, but only for white-
labeling purposes). To enable LDAP authentication, set value to "LDAP" (only LDAP) or "clover,LDAP". Users
from both domain may login. It's recommended to allow both mechanisms together, until the LDAP is properly
configured. So the admin user can still login to web GUI although the LDAP connection isn't properly configured.

Y ou can use Setup to configure LDAP authentication. See LDAP (p. 60) in Chapter 13, Setup (p. 54).

Basic LDAP connection properties

# | npl enentati on of context factory.

security. | dap.ctx_factory=com sun. jndi.| dap. LdapCt xFact ory

# URL of LDAP server.

security. | dap. url =l dap://host nane: port

# User DN pattern that will be used to create LDAP user DN from | ogi n nane.
security. | dap. user_dn_pattern=ui d=${user nane}, dc=conpany, dc=com

Depending on the LDAP server configuration the property security. | dap. user _dn_pattern can be
pattern for user's actua distinguished name in the LDAP directory, or just the login name - in such case just set
the property to ${ user nane} .

Configuration of user and group lookup

In order to be able to synchronize the Clover groups with those defined in LDAP directory, the
security. | dap. user_dn_patt ern hasto beleft unspecified. There are additional properties required so
that the server is able to search the LDAP directory.

# User DN of a user that has sufficient privileges to search LDAP for users and groups.
security. | dap. user DN=ch=Manager, dc=conpany, dc=com

# The password for user nentioned above.

security.| dap. password=

There are optional settings affecting how the LDAP directory is searched.

# Tinmeout for queries searching the directory.

security. | dap.tineout=5000

# Maxi mal nunber of records that the query can return.

security. | dap.records_|imt=2000

# How LDAP referrals are processed, possible values are: '"follow, 'ignore' and 'throw .
# The default depends on the context provider.

security.l dap.referral =

Specified values work for this specific LDAP tree:

 dc=company,dc=com
e Ou=groups
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e cn=admins
(objectClass=groupOfNames,member=(ui d=smith,dc=company,dc=com),member=(uid=jones,dc=company,dc=com))
 cn=devel opers (objectClass=groupOf Names,member=(uid=smith,dc=company,dc=com))
« cn=consultants (objectClass=groupOf Names,member=(uid=jones,dc=company,dc=com))
e ou=people
¢ uid=smith (fn=John,sn=Smith,mail=smith@company.com)
* uid=jones (fn=Bob,sn=Jones,mail=jones@company.com)

Following properties are necessary for lookup for the LDAP user by his username. (step [4] in the login process
above)

# Base specifies the node of LDAP tree where the search starts.

security. | dap. user_search. base=dc=conpany, dc=eu

# Filter expression for searching the user by his usernane.

# Note, that this search query nust return just one record.

# Pl acehol der ${usernane} will be replaced by usernanme specified by the |ogging user.
security. | dap. user_search.filter=(ui d=${user nane})

# Scope specifies type of search in "base". There are three possible values: SUBTREE | ONELEVEL | OBJECT
# http://downl oad. oracl e. coni j avase/ 8/ docs/ api / j avax/ nam ng/ di rect ory/ Sear chContr ol s. ht m
security. | dap. user _search. scope=SUBTREE

Following properties are names of attributes from the search defined above. They are used for getting basic info
about the LDAP user in case the user record has to be created/updated by Clover DX security module: (step [6]
in the login process above)

security. | dap.user_search.attribute.firstnane=fn

security.| dap.user_search. attribute. | astnane=sn

security. | dap.user_search.attribute. email =nai |

# This property is related to the followi ng step "searching for groups".

# Groups may be obtained fromspecified user's attribute, or found by filter (see next paragraph).
# Leave this property enpty if the user doesn't have such attri bute.

security.| dap. user_search. attri bute. groups=nenber O

In the following step, Clover DX tries to find groups which the user is assigned to. (step [4] in the login process
above). There are two ways how to get list of groups which the user is assigned to. The user-groups relation is
specified on the "user" side. The user record has some attribute with list of groups. It's "memberOf" attribute
usualy. Or the relation is specified on the "group” side. The group record has an attribute with list of assigned
users. It's "member" attribute usually.

In case the relation is specified on users side, please specify property:

security.| dap. user_search. attri bute. groups=nenber &

Leave it empty otherwise.

In case the relation is specified on the groups side, set properties for searching:

security.| dap. groups_sear ch. base=dc=conpany, dc=com

# Pl acehol der ${userDN} will be replaced by user DN found by the search above.

# 1f the filter is enpty, searching will be skipped.

security. | dap. groups_search.filter=(& objectd ass=groupCf Nanes) ( menber =${ user DN} ) )
security.| dap. groups_sear ch. scope=SUBTREE

Otherwise, please |eave property security.ldap.groups_search.filter empty, so the search will be skipped.

Clover user record will be assigned to the clover groups according to the LDAP groups found by the search (or
the attribute). (Groups synchronization is performed during each login)

# Value of the following attribute will be used for |ookup for the CloverDX group by its code.
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# So the user will be assigned to the C overDX group with the sane "code".
security. | dap. groups_search. attri bute. group_code=cn
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Users

This section is intended to users management. It offers features in dependence on user's permissions (i.e. a user
may enter this section, but cannot modify anything, or they may modify, but cannot create new users).

The User s section of the Configuration menu alows you to:

Create New User (p. 129)

Edit Users Record (p. 129)
Change Users Password (p. 129)
Assign Users to Groups (p. 130)
Disable / Enable Users (p. 130)

After default installation on an empty database, the admin user is created automatically.

Table 21.1. Admin user

User Description

name

clover Clover user has admin permissions, thus default password cl over should be changed after
installation.

Create New User

When creating a new User, you must enter the following information:

Table 21.2. User attributes

Attribute Description

Domain | Domain which isthe origin of the user.r Currently, there are only two possible values: "clover" or

|l|dapll i

Username| A common user identifier. Must be unique, cannot contain spaces or specia characters, just letters
and numbers.

First The user'sfirst name.

name

Last The user's last name,

name

E-mail Email address which may be used by CloverDX administrator or by CloverDX Server for
automatic notifications. See Send an Email (p. 173) for details.

Password | Case sensitive password. If the user 10oses his password, the new one must be set. The password is
stored in an encrypted form for security reasons, so it cannot be retrieved from a database and must
be changed by the user who has proper permission for such operation.

Veify [ Verify the entered password.
password

Edit Users Record

A user with aCreate user or Edit user permission can use this form to set basic user parameters.

Change Users Password

If user looses his password, the new one must be set. So a user with the Change passwor ds permission can use
thisform to do it.
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Assign Users to Groups

Assignment to groups gives the user proper permissions. Only logged user with the Groups assignment
permission can access this form and specify groups which the user is assigned in. For details about permissions,

see Groups (p. 131).

Disable / Enable Users

Since auser record hasvariousrelationsto the logs and history records, it can't be deleted. Soit isdisabled instead.
This means that the record doesn't display in the list and the user can't login.

However, a disabled user may be enabled again. Note that the disabled user is removed from their groups, so
groups should be assigned properly after re-enabling.
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Groups

Group is an abstract set of users, which gives assigned users some permissions. S0 it is not necessary to specify
permissions for each single user.

There are independent levels of permissionsimplemented in Clover DX Server

» permissions to Read/Write/eXecute in sandboxes - The sandbox owner can specify different permissions for
different groups. For details, see Sandbox Content Security and Permissions (p. 148).

 permissionsto performsome operation - user with an operation permission Per mission assignment may assign
specific permission to existing groups.

» permissions to launch specific service- For details, see Chapter 39, Launch Services(p. 250), Chapter 40,
Data Services (p. 257).

Table 21.3. Default groups created during installation

Group  Description
name

admins | Thisgroup has an operation permission all assigned, which means, that it has unlimited permission.
Default user clover isassigned to this group, which makes him administrator.

al users | By default, every single Clover DX user is assigned to this group. It is possible to remove a user
from this group, but it is not a recommended approach. This group is useful for some permissions
to sandbox or some operation, which you would like to make accessible for all users without
exceptions.

Users Assignment

Relation between users and groups is N:M. Thus in the same way, how groups are assignable to users, users are
assignable to groups.

Groups permissions

Groups permissions are structured as a tree, where permissions are inherited from the root to leafs. Thusif some
permission (tree node) is enabled (blue dot), al permissions in sub tree are automatically enabled (white dot).
Permissions with red cross are disabled.

Thus for the admin group just the all permission is assigned, every single permission in the sub tree is assigned
automatically.

With none of the following privileges, auser can: log into the Server console, create a server project (in Designer)
from its own sandbox, create afilein its own existing sandbox, and run graphs.

o all
The user with this permission has all available permissions. The Admin group has all permissions by defaullt.
¢ Unlimited accessto sandboxes

Allows the user to perform operations on al sandboxes, even if the sandbox accessibility is not specified
explicitly.

This permission does not include the suspend sandbox permission (p. 139).

» Sandboxes

Allows the user to work with sandboxes. This permission contains all the permissions below. The user can
perform operations only on sandboxes owned by himself or on sandboxes with explicitly added access to
him, see Chapter 22, Sandboxes - Server Side Job Files (p. 145).
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» List sandbox

Inthe Server web interface, it allowsthe user tolist their sandboxes and sandboxeswith read permission
granted to the user's group.

In the Server web interface, this permission is necessary to create, edit, or delete sandboxes.

Within a sandbox with the write access granted, the user can edit or remove files and create or delete
directories even without this permission.

» Create sandbox
Allows the user to create new sandboxes.

If asandbox isto be created in web interface, the user must have the list sandbox permission (p. 132).

» Delete sandbox
Allows the user to del ete sandboxes.

If asandbox isto be deleted in web interface, the user must have the list sandbox permission (p. 132).

» Edit sandbox
Allows the user to edit sandboxes.

If asandbox isto be modified in web interface, the user must havethelist sandbox permission (p. 132).

* May deletefilesmissing in uploaded ZIP

In Sandbox - Upload ZIP, it allows the user to use a checkbox to delete files missing in the ZIP to
be uploaded. If the user does not have this permission, the checkbox to delete mission filesin ZIP is
not displayed.

If a sandbox is to be uploaded from a ZIP file in the Server web interface, the user must have the list
sandbox permission (p. 132).

» Scheduling

Allows the user to manage schedules, see Chapter 30, Scheduling (p. 193).
e List schedule

Allowsthe user to list all schedules.

* List schedulelimited

Allows the user to list the enabled schedules.

* Create schedule

Allows the user to create new schedules.

The user must have the list schedule limited permission (p. 132) to access the scheduling section to
create a new schedule.

* Delete schedule

Allows the user to delete schedul es.
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The user must have the list schedule limited permission(p. 132)or list schedule permission(p. 132)
to access the scheduling section to del ete the schedule.

« Edit schedule
Allows the user to edit schedules.

The user must have the list schedule limited permission(p. 132)or list schedule permission(p. 132)
to access the scheduling section to edit the schedule.

e Event listeners
Allows the user to manage event listeners, see Chapter 32, Listeners (p. 204).
» List of Event Listeners
Allowsthe user to list all event listeners.
» List of Jobflow Event Listenersunlimited
Allows the user to list jobflow event listeners.

See Jobflow Event Listeners (p. 212)

o List of Jobflow Event Listenerslimited
Allows the user to list jobflow event listeners of sandboxes the user can read from.
» List of Graph Event Listenersunlimited

Allows the user to list al graph event listeners, see Graph Event Listeners (p. 206).

o List of Graph Event Listenerslimited
Allows the user to list graph event listeners from sandboxes the user can read from.
» List of File Event Listenersunlimited

Allowsthe user to list all file event listeners, see File Event Listeners (remote and local) (p. 221).

e List of File Event Listenerslimited
Allowsthe user to list all file event listeners.
e List of IMSEvent Listenersunlimited

Allows the user to list all IMS listeners, see IMS Message Listeners (p. 214).

e List of IMSEvent Listenerslimited
Allowsthe user to list all IMS listeners.
e List of Universal Event Listenersunlimited

Allows the user to list al universal event listeners, see Universal Event Listeners (p. 219).

e List of Universal Event Listenerslimited
Allowsthe user to list all universal event listeners.

See Universal Event Listeners (p. 219).
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e List of Task Event Listenersunlimited

Allows the user to list all task event listeners, see Task Failure Listeners (p. 229).

e List of Task Event Listenerslimited
Allows the user to list all task event listeners from sandboxes the user can read from.

See Task Failure Listeners (p. 229).

e Create Event Listener
Allows the user to create event listeners.

If an event listener is to be created in the Server web interface, the user must have permission to list the
event listeners of the particular type.

» Create Jobflow Event Listener
Allows the user to create new Jobflow Event listeners.

If a Jobflow event listener is to be created in the Server web interface, the user must have the list of
jobflow event listeners limited permission (p. 133).

See Jobflow Event Listeners (p. 212).

» Create Graph Event Listener
Allows the user to create graph event listeners.

If agraph event listener isto be created in the Server web interface, the user must have the list of graph
event listeners limited permission (p. 133).

See Graph Event Listeners (p. 206).

» CreateFile Event Listener
Allows the user to create graph event listeners.

If afile event listener isto be created in the Server web interface, the user must have thelist of file event
listeners limited permission (p. 133).

See File Event Listeners (remote and local) (p. 221).

 Create JMSListener
Allows the user to create IM S event listeners.

If aJMS event listener is to be created in the Server web interface, the user must have the list of IMS
event listeners limited permission (p. 133).

See IM S Message Listeners (p. 214).

» Create Universal Event Listener
Allows the user to create universal event listeners.

If auniversal event listener is to be created in the Server web interface, the user must have the list of
universal event listeners limited permission (p. 133).

See Universal Event Listeners (p. 219).
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» Create Task Event Listener
Allows the user to create task event listeners.

If atask event listener is to be created in the Server web interface, the user must have the list of task
event listeners limited permission (p. 134).

See Task Failure Listeners (p. 229).

« Edit Event Listener
Allows the user to edit event listeners.

If an event listener isto be created in the Server web interface, the user must have permission to list event
listener of the particular type.

 Edit Jobflow Event Listener
Allows the user to edit jobflow event listeners.

If ajobflow event listener is to be edited in the Server web interface, the user must have the list of
jobflow event listeners limited permission (p. 133).

See Jobflow Event Listeners (p. 212).

» Edit Graph Event Listener
Allows the user to edit graph event listeners.

If agraph event listener isto be edited in the Server web interface, the user must have the list of graph
event listeners limited permission (p. 133).

See Graph Event Listeners (p. 206).

» Edit File Event Listener
Allows the user to edit file event listeners.

If afile event listener isto be edited in the Server web interface, the user must have the list of file event
listeners limited permission (p. 133).

See File Event Listeners (remote and local) (p. 221).

» Edit IMSEvent Listener
Allows the user to edit IMS event listeners.

If aJMS event listener is to be edited in the Server web interface, the user must have the list of IMS
event listeners limited permission (p. 133).

» Edit Universal Event Listener
Allows the user to edit universal event listeners.

If auniversal event listener is to be edited in the Server web interface, user must have permission list
of universal event listeners limited permission (p. 133).

See Universal Event Listeners (p. 219).

» Edit Task Event Listener
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Allows the user to edit task event listeners.

If atask event listener isto be edited in the Server web interface, user must have permission list of task
event listeners limited permission (p. 134).

See Task Failure Listeners (p. 229).

» Delete Event Listener
Allows the user to delete event listeners.
» Delete Jobflow Event Listener
Allows the user to delete jobflow event listeners.

The user must have the delete graph event listener permission(p. 136) to delete a jobflow event
listener.

It ajobflow event listener is to be deleted in the Server web interface, the user must have the list of
jobflow event listeners limited permission (p. 133)

» Delete Graph Event Listener
Allows the user to delete graph event listeners.

If agraph event listener isto be deleted in the Server web interface, the user must have the list of graph
event listeners limited permission (p. 133).

See Graph Event Listeners (p. 206).

» Delete File Event Listener
Allows the user to delete file event listeners.

The user must have the delete graph event listener permission (p. 136) to delete afile event listener.

If afileevent listener isto be deleted in the Server web interface, the user must have the list of file event
listeners limited permission (p. 133).

See File Event Listeners (remote and local) (p. 221).

» Delete IMS Event Listener
Allows the user to delete IMS Event Listeners.

The user must have the delete graph event listener permission (p. 136) to delete aJM S event listener.

If agraph event listener is to be deleted in the Server web interface, the user must have the list of IMS
event listeners limited permission (p. 133).

» Delete Universal Event Listener
Allows the user to delete universal event listeners.

The user must have the delete graph event listener permission(p. 136) to delete universal event
listener.

If auniversal event listener is to be deleted in the Server web interface, the user must have the list of
universal event listeners limited permission (p. 133).

See Universal Event Listeners (p. 219).
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» Delete Task Event Listener
Allows the user to delete task event listeners.

If atask event listener is to be deleted in the Server web interface, the user must have the list of task
event listeners limited permission (p. 134).

See Task Failure Listeners (p. 229).

* Manual task Execution
Allowsthe user to manually execute atask (send an email, execute a script, etc.) with an immediate effect.

See Chapter 29, Manual Task Execution (p. 192).

« Unlimited accessto execution history

Allows the user to perform the same operations as unlimited access to execution history list
permission (p. 137).

» Unlimited accessto execution history list
Allows the user to view execution history of all jobs.
» Limited accessto execution history list
Allows the user to view execution history of jobs from sandboxes the user can read from. In Designer,
this permission isrequired to be able to view Execution log in Designer's console and execution history
in Execution tab.
e Launch Services
Allowsthe user to list, create, edit, and delete launch services, see Chapter 39, Launch Services (p. 250).
 List Launch Services unlimited
Allows the user to list all launch services.
» List Launch ServicesLimited
Allows the user to list launch services from sandboxes the user can read from.
* CreateLaunch service

Allows the user to create a new launch service.

User has to have the create graph event listener permission(p. 134) to bind the launch service with a
graph.

If thelaunch serviceisto be created in the Server web interface, the user hasto havethelist launch services
limited permission (p. 137)(or the list launch services unlimited permissionp. 137) to access the
section with launch services.

* Delete Launch Service
Allows the user to delete alaunch service.

User has to have delete graph event listener permission (p. 136) to delete alaunch service.

If the launch serviceisto be deleted in the Server web interface, the user must have the list launch services
limited permission (p. 137) to access the section with launch services.
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Edit Launch Service
Allows the user to edit alaunch services.

User has to have edit graph event listener (p. 135) to edit the launch service.

If the launch serviceisto be edited in the Server web interface, the user must have thelist launch services
limited permission (p. 137) to choose the launch service in the server interface.

* Dataservice

Allows the user to access the Data ser vice section, see Chapter 40, Data Services (p. 257).

List data services

Allowsthe user to list data services.

Manage data services

Allows the user to manage data services.

Delete data services

Allows the user to delete data services.

Execute and access documentation

Allows the user to execute and access documentation.
Manage HT TPS connector s

Allows the user to manage HTTPS connectors.

e Taskshistory

Allows the user to access the Tasks history section, see Chapter 28, Tasks (p. 172).

* Monitoring

Monitoring permission grants user all its subpermissions.

e Monitoring section

Allows the user to access the monitoring section.

See Chapter 18, Monitoring (p. 108).

e Suspend

Allows the user to suspend the server, a cluster node, or a sandbox.

The user must have the monitoring section permission (p. 138) to access the Monitoring section.

Suspend server

Allows the user to suspend or resume the server.

The user must have the monitoring section permission (p. 138) to access the monitoring section.

Suspend cluster node

Attowstheusertosuspend or resumeachuster ilgge
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The user must have the monitoring section permission (p. 138) to access the monitoring section.

* Suspend sandbox

Allows the user to suspend a sandbox. The user must have list sandbox permission (p. 132) to view the
sandboxes to suspend them.

See also Chapter 22, Sandboxes - Server Side Job Files (p. 145).

* Reset caches
Deprecated.
* Running jobsunlimited

If the graph is to be run from server web interface, the user must have the list sandbox permission (p. 132)
to list the graphs.

* Running jobslimited

If the graph isto be run from server web interface, the user must have the list sandbox permission(p. 132)
to list the graphs.

» Configuration
Allows the user to access the configuration section.
e Users
This permission allow user to access the User s section and configure user accounts.
o Listuser
Allows the user to list users and access to the User s administration section (Configuration — Users)
* Change passwords

Allows the user to change his password and to change password of another user.

To seelist of users, the user needs the list user permission (p. 139).

» Edit user
Allows the user to change group assignment.

To seethelist of users, the user must have the list user permission (p. 139).

 Edit own profile and password
Allows the user to change his profile (first name, last name, email, and password).

The user can access her profile in main web console view under username, in upper right corner of the
page.

* Deleteuser
Allows the user to disable a user.

The user must have the list user permission (p. 139) to list available users.

e Createuser
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Allows the user to create a new user.

If the user is to be created in the Server web interface, the creating user must have the list user
permission (p. 139) to list usersto access this option.

Groups assignment
Allows the user to assign usersto groups.

The user must have the edit user permission (p. 139) to successfully finish the assignment of users to
groups.

If the user is to be created in the Server web interface, the creating user must have the list user
permission (p. 139) to list usersto access this option.

e Groups

Allows the user to manage groups. user can list groups, create groups, delete groups, edit the group, assign
users to the group, and change permissions of the group.

List groups

Allowsthe user to list groups. Thispermissionisnecessary for use of other optionsfrom the Groups group.
Create group

Allows the user to create a new user group.

If the user group is to be created in the Server web interface, the user must have the list groups
permission (p. 140) to view alist of groups and to access this option.

Delete group
Allows the user to delete a user group.

Only empty groups can be deleted. You need to have the list groups permission (p. 140) to view list
of groups and to access this option.

Edit group
This permission alow user to edit user groups.
This permission does not include User assignment and Per mission assignment.

If the user group is to be edited from server web interface, the user must have the list groups
permission (p. 140).

Users assignment
Allows the user to assign usersto groups.

The user needs Edit group permission (p. 140) to commit the changes in the assignment.

If the assignment is to be edited in the Server web interface, the user must have the list groups
permission (p. 140) to list the groups.

Permission assignment
Allows the user to configure group Permissions.

The user needs have the Edit group permission (p. 140) to commit the changes.
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If the permissions are to be edited in the Server web interface, the user must have the list groups
permission (p. 140) to list the groups.

Secur e parameter sadministration
e Secureparams

Allows the user to change the value of a secure parameter.

The user can use secure parameters in graphs even without this permission.
Clover DX/System info sections

Allows the user to view System Info and Clover DX Info sections.

CloverDX Server properties
Allowsthe user to view Server Propertiestab and Data Profiler propertiestab in Clover DX Info section.

The user must have the CloverDX/System info sections permission (p. 141) to access CloverDX Info
section.

Reload license
Allows the user to reload and view the server license.

The user must have the CloverDX/System info sections permission(p. 141) to access the Configuration
section.

Upload license
Allows the user to update the server license.

The user must have the CloverDX/System info sections permission(p. 141) to access the Configuration
section.

See Activation (p. 32).
Server Configuration Management
Allows the user to import and export the server configuration.

See Chapter 23, Server Configuration Migration (p. 156).

» Export Server Configuration
Allows the user to export the server configuration.

See Server Configuration Export (p. 157).

* Import Server Configuration
Allows the user to import the server configuration.

See Server Configuration Import (p. 158).

Temp Space Management

Allows the user to access Temp Space M anagement section.

See Chapter 19, Temp Space Management (. 114)41
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e Server Setup
Allows the user to access the server setup.
See Chapter 13, Setup (p. 54).
e Heap Memory Dump
Allowsthe user to create a Thread dump and aHeap Memory Dump.
See Chapter 25, Diagnostics (p. 163).
Groovy Code API
Allows the user to run Groovy scripts.
Open Profiler Reporting Console
Allows the user to login to the Profiler reporting console.
The permission is necessary to view the results of Clover DX Profiling Jobs in Designer.

Even without this permission, auser can createand run. cpj jobsfrom Designer.
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User Lockout

Clover DX can lock out a user access after a set number of unsuccessful login attempts as a way of protecting
against brute force attacks on users' credentials.

The lockout occurs only in CloverDX. For example, it will not affect LDAP in the case of LDAP user
authentication. By default, the feature is disabled.

Information regarding user lockout is stored in the USER_ACTION server log. Notifications can be sent via
email; however, it isnecessary to set up aconnectionto an SMTP server inthe E-mail (p. 59) tab of the Setup GUI.

The feature has several parameters which can be set by modifying the following lines in the configuration file;
either directly or in the Configuration File tab of the Setup GUI (p. 54):

Table 21.4. User lockout parameters

Parameter Description

security.lockout.login.&ttenpthe number of login attempts of the user. The next failed login attempt will lock
the user's access. When setting the value, keep in mind that Clover DX Designer with
several server projects can attempt to log in multiple times.

The recommended value is 50. Change the value to O to disable the feature.

security.lockout.reset|feemasents the period (in seconds) during which failed login attempts are counted. If no
such attempt occurs during this period, the counter of failed login attemptsis reset to 0.
Thisway, the user does not have to worry about accidentally locking himself out of the
system after a certain number of failed login attempts over an extended period of time.

The default valueis 60 (1 minute). Change the value to O to set the period to infinity.

security.lockout.unlo¢iRppriesnts the period (in seconds) after which a successful login attempt will unlock the
previously locked user. After this period, the user is able to login using his credentials
again without the need to have his account unlocked by the administrator. The
parameter protects the system against denial of service (DoS) attacks and should be set
to areasonable value so you are not locked out of the system for too long in case the
administrator's account is affected by the attack.

The default valueis 300 (5 minutes). Change the valueto O to set the period to infinity.

security.lockout.notif| CEti@papaaidter represents a comma separated list of emails of persons who should

be notified when a user lockout occurs. Note that the locked out user receives the
notification email automatically (if the server's SMTP is configured and they have
provided their email address). This parameter should therefore be set, for example, to an
administrators mail group so they are aware of the situation.

The recommended, default values are set in such a way as to efficiently protect the system against brute force
attacks, prevent complete lockout of the administrator access and not limit users in standard usage of Clover DX
Server.

The properties can be set in the following section of the propertiesfile:

## Uncomment lines bellow to enable user lockout after number of failed logins

## Number of failed login attempts after which a next failed login attempt will lock the user
## 0 means feature is switched off

## default suggested value is 50

#security.lockout.login.attempts=50

## Periods are specified in seconds

## Period of time during which the failed login attempts are counted

## Default is 60s (1 min)
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#security.lockout.reset.period=60

## Period of time after which a successful login attempt will unlock previously locked user
## Default is 300s (5 min)

#security.lockout.unlock.period=300

## Comma separated list of emailswhich will be notified when user is locked out.
#security.lockout.notification.email=

Unlocking User
Once the user's access is locked, you can see the statusin the User s tab of the Configuration section.

To unlock the user, click on the ... button in the respective row of the Action column and choose Unlock.

144



Chapter 22. Sandboxes - Server Side Job Files

A sandbox is a place where you store al your project’s transformation graph files, jobflows, data, and other
resources. It's a server side analogy to a Designer project. The Server adds additiona features to sandboxes, like
user permissions management and global per-sandbox configuration options.

The Server and the Designer are integrated so that you are able to connect to a Server sandbox using a Ser ver
Project in your Designer workspace. Such a project works like a remote file system — all data is stored on the
Server and accessed remotely. Nonethel ess, you can do everything with Server Projectsthe sameway aswith local
projects — copy and paste files, create, edit, and debug graphs, etcetera. See the Clover DX Designer manual for
details on configuring a connection to the Server.

Technically, a sandbox is a dedicated directory on the Server host file system and its contents are managed by
the Server. Advanced types of sandboxes, like “ partitioned sandbox” have multiple locations to allow distributed
parallel processing (more about that in Chapter 41, Sandboxes in Cluster(p. 277)). A sandbox cannot contain
another sandbox within —it'sasingle root path for a project.

It is recommended to put al sandboxes in a folder outside the CloverDX Server instalation (by
default the sandboxes would be stored in the ${ user . dat a. hone}/ O over DX/ sandboxes, where the
user . dat a. hone is automatically detected user home directory). However, each sandbox can be located on
the file system independently of the others if needed. The containing folder and all its contents must have read/
write permission for the user under which the Clover DX Server isrunning.

CloverDX

& Monitoring

P, Execution History
& graph/GenerateReport.grf o 4 i
o Task History

GenerateReport grf

& Schedules 3.3KB (3,290 B)

¥ Data Services graph/GenerateReport grf

& Event Listeners ETL Graph

2018-12-14 09.03:07

& sandboxes BigDataExamples

S{sandboxes home}/BigDataExamples
/ Configuration

cccccccccccccccc
© Hep

& PreparelnputData gt

& PrepareinputData_MongoDB.grf
» €3 jobfiow

Figure 22.1. Sandboxes Section in CloverDX Server Web GUI

Each sandbox in non-cluster environment is defined by the following attributes:
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Table 22.1. Sandbox attributes

Name Description

Sandbox | A sandbox name used just for display. It is specified by the user during sandbox creation and it can

be modified later.
Sandbox | A unique name of the sandbox. It isused in server APIsto identify sandbox. It must meet common
ID rulesfor identifiers. It is specified by user in during sandbox creation and it can be modified later.

Note: modifying is not recommended, because it may be already used by some APIs clients.

Owner It is set automatically during sandbox creation. It may be modified later.

Sandbox | Absolute server side file system path to sandbox root. It is specified by user during sandbox

root path | creation and it can be modified later. Instead of the absolute path, it's recommended to use

${ sandboxes. honme} placeholder, which may be configurable in the Clover DX Server
configuration. So e.g. for the sandbox with ID "dataReports' the specified value of the "root path”
would be ${ sandboxes. hone}/ dat aReport s. Default value of sandboxes. home config
property is${ user . dat a. home}/ Cl over DX/ sandboxes wheretheuser . dat a. hone
is configuration property specifying home directory of the user running VM process - it's

OS dependent). Thus on the unix-like OS, the fully resolved sandbox root path may be: /

hone/ cl over/ C over DX/ sandboxes/ dat aReport s. See Chapter 41, Sandboxesin
Cluster (p. 277) for details about sandboxes root path in Cluster environment.

Sandbox | Type of the sandbox. It can be: local (p. 277), shared (p. 277) or partitioned (p. 278).
type
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Referencing Files from the Graph or Jobflow

In some components you can specify file URL attribute as a reference to some resource on the file system. Also
external metadata, lookup or DB connection definition is specified as reference to some file on the filesystem.
With Clover DX Server there are more ways how to specify thisrelation.

» Relative path

All relative pathsin your graphs are considered asrelative paths to the root of the same sandbox which contains
job file (graph or Jobflow).

» sandbox:// URLs

Sandbox URL allowsuser to reference the resource from different sandboxeswith standalone Clover DX Server
or thecluster. In cluster environment, Clover DX Server transparently managesremote streaming if the resource
is accessible only on some specific cluster node.

For details about the sandbox URL s, see Using a Sandbox Resource as a Component Data Source (p. 279).
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Sandbox Content Security and Permissions

Each sandbox has its owner who is set during sandbox creation. Thisuser has unlimited privileges to this sandbox
aswell as administrators. Another users may have access according to sandbox settings.

Overview Permissions Upload ZIP Classpath Config Properties

@ BigDataExamples B

USER GROUP READ WRITE EXECUTE PROFILER READ PROFILER ADMIN

Add permission:

Figure 22.2. Sandbox Permissions in CloverDX Server Web GUI

Permissions to a specific sandbox are modifiable in Permissions tab in sandbox detail. In this tab, selected user
groups may be allowed to perform particular operations.

There are the following types of operations:

Table 22.2. Sandbox permissions

Name Description

Read Users can see this sandbox in their sandboxes list.

Write Users can modify filesin the sandbox through CS APIs.

Execute | Users can execute jobsin this sandbox.

Note: job executed by graph event listener and similar featuresis actually executed by the

same user as job which is the source of the event. See detailsin graph event listener. Job
executed by schedule trigger is actually executed by the schedule owner. See detailsin Chapter 30,
Scheduling (p. 193). If the job needs any files from the sandbox (e.g. metadata), the user also

must have read permission, otherwise the execution fails.

Profiler | User can view results of profiler jobs executed from the sandbox.
Read

Profiler | User can administer results of profiler jobs executed from the sandbox.
Admin

Note that these permissions modify the access to the content of specific sandboxes. In addition, it is possible to
configure permissionsto perform operations with sandbox configuration (e.g. create sandbox, edit sandbox, delete
sandbox, etc). For details, see Chapter 21, Users and Groups (p. 124).

Sandbox Content and Options

Download sandbox as ZIP (p. 149)
Upload ZIP to sandbox (p. 149)
Download filein ZIP (p. 149)
Download file HTTP API (p. 150)
Delete Sandbox (p. 150)
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A sandbox should contain jobflows, graphs, metadata, external connection and all related files. Files, especialy
graph or jobflow files, are identified by arelative path from sandbox root. Thus you need two valuesto identify a
specific job file: sandbox and path in sandbox. The path to the Jobflow or graph is often referred to as Job file.

Although the web GUI section sandboxes is not a file-manager, it offers some useful features for sandbox
management:

CloverDX

Overview | Pemissions = Upload ZIP | Classpath | Config Properties
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Figure 22.3. GUI - Sandboxes context menu

Download sandbox as ZIP

Select a sandbox in the left panel, then the web GUI displays the Download sandbox as ZI P button in the tool
bar on the right side.

Created ZIP contains all readable sandbox files in the same hierarchy as on the file system. Y ou can use this ZIP
file to upload files to the same sandbox, or another sandbox on a different Server instance.

Upload ZIP to sandbox

Select a sandbox in the left panel. Y ou must have the write permission for the selected sandbox. Then select the
Upload ZIP tab in the right panel. Upload of a ZIP is parametrized by couple of switches, which are described
below. Click the + Upload ZIP button, to open a common file browser dialog. When you choose a ZIPfile, itis
immediately uploaded to the Server and a result message is displayed. Each row of the result message contains
adescription of one single file upload. Depending on selected options, the file may be skipped, updated, created
or deleted.

Table 22.3. ZIP upload parameters

L abel Description

Encoding of File names which contain specia characters (non ASCII) are encoded. In the drop-down list,
packed file you choose the right encoding, so filenames are decoded properly.
names

Overwrite If this checkbox is checked, the existing file is overwritten by anew one, if both of them are
existing files | stored in the same path in the sandbox and both of them have the same name.

Deletefolders | If thisoptionisenabled, al fileswhich are missing in uploaded ZIP file, but they exist in

and files destination sandbox, will be deleted. This option might cause aloss of data, so the user must
missing in have the May delete files missing in uploaded ZIP (p. 132) permission to enableit.
uploaded zip

file

Download file in ZIP

Select afile in the left pane, then the web GUI displays the Download file as ZI P button in the tool bar on the
right side.
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Created ZIP contains just the selected file. This feature is useful for large files (i.e. input or output file) which
cannot be displayed directly in the web GUI, so the user can download it.

Download file HTTP API
It is possible to download/view the sandbox file accessing "download servlet” by smple HTTP GET request:
http://[host]:[port]/[C over Context]/downl oadFil e?[ Paramnet ers]

The Server requires BASIC HTTP Authentication. Thus with Linux command line HTTP client "wget" it would
look like this:

wget --user=cl over --password=clover
http://1 ocal host: 8080/ cl over/ downl oadFi | e?sandbox=def aul t\ & i | e=dat a- out / dat a. dat

Please note, that ampersand character is escaped by back-slash. Otherwise it would be interpreted as command-
line system operator, which forks processes.

URL Parameters

» sandbox - Sandbox code. Mandatory parameter.

« file- Path to the file relative from sandbox root. Mandatory parameter.

e zip- If setto t r ue, the file is returned as ZIP and the response content type is appl i cati on/ x- zi p-
compr essed. By defaultitisf al se, so the response is the content of the file.

Delete Sandbox

Y ou can delete a sandbox by selecting the sandbox and clicking the Delete sandbox button on the top of the right
pane, or by right-clicking the sandbox in the tree pane on the left and selecting the Delete sandbox option.

After that, a confirmation dialog opens where you can choose to delete sandbox files on disk, aswell.
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Job Config Properties

Each graph or Jobflow may have a set of configuration properties, which are applied during the execution.
Properties are editable in the web GUI section Sandboxes. Select the job file and go to the Config propertiestab.

The same configuration properties are editable even for each sandbox. Values specified for a sandbox are applied
for each job in the sandbox, but with alower priority than configuration properties specified for the job.

If neither the sandbox nor the job have configuration properties specified, defaults from main Server configuration
are applied. Global configuration properties related to Job configuration properties have the execut or.
prefix. For example, the server property execut or . cl asspat h is default for the Job configuration property
cl asspat h. (SeePart I11, “Configuration” (p. 47) for details)

In addition, it is possible to specify additional job parameters, which can be used as placeholders in job XML.
Please keep in mind, that these placeholders are resolved during loading and parsing of the XML file, thus such
ajob cannot be pooled.

If you use arelative path, the path isrelative to ${ SANDBOX_ROOT} .

In a path definition, you can use system properties - eg. ${java.io.tnpdir} - and some of
server configuration properties: ${ sandboxes. hone}, ${sandboxes. hone. partiti oned} and
${ sandboxes. hone. | ocal }.

Table 22.4. Job configuration properties

Property Default value Description
name

classoadg_caching Clover DX creates new classloaders when necessary to load a classin runtime. For
fal se example, a Reformat component with a Java transformation has to create a new
classloader to load the class. It isworth noting that classloaders for JIDBC drivers
are not re-created. Classloader cache is used to avoid PermGen out of memory
errors (some JDBC drivers automatically register themself to DriverManager,
which can cause the classloader cannot be released by garbage collector). This
behavior can be inconvenient for example if you want to share POJO between
components. For example, a Refor mat component creates an object (from a

j ar file on runtime classpath) and stores it into a dictionary. Another Refor mat
component recover the object from the dictionary and attempts to cast the object to
the expected class. ClassCastException is thrown due different classloaders used
in the Reformat components. Using this flag you can force CloverServer to re-use
classloader when possible.

classpath List of pathsor j ar fileswhich contain external classes used in the job

file (transformations, generators, IM S processors). All specified resources

will be added to the runtime classpath of the transformation job. All

Clover DX Enginelibraries and libraries on application-server's classpath are
automatically on the classpath. Separator is specified by the Engine property
DEFAULT_PATH_SEPARATOR_REGEX. The directory path must always

end with a slash character "/", otherwise ClassL oader doesn't recognizeitisa
directory. Server always automatically addst r ans subdirectory of job's sandbox,
so it doesn't have to be added explicitly.

compile_dasspath List of pathsorj ar fileswhich contain external classes used in thejob file
(transformations, generators, JMS processors) and related libraries for their
compilation. Please note, that libraries on application-server's classpath are
not included automatically. Separator is specified by the Engine property

DEFAULT_PATH SEPARATOR REGEX. The directory path must always
end with a slash character "/", otherwise ClassL oader doesn't recognize it is
adirectory. Server aways automatically adds a SANDBOX_ROOT/ t r ans/
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Property Default value Description

name
directory and all JARsin the SANDBOX_ROOT/ | i b/ directory, so they don't
have to be added explicitly.
debug_made If t r ue, edges with debug enabled will store datainto filesin a debug directory.
fal se
Without explicit setting, running of a graph from Designer with server integration
would set the debug_modetot r ue. On the other hand, running of agraph from
the server console sets the debug modeto f al se.
delete_obgolete temp fileg If t r ue, the system will remove temporary files produced during previous
fal se finished runs of the respective job.
This property is useful together with enabled debug mode ensuring that obsolete
debug files from previous runs of ajob are removed from temp space. This
property isset tot r ue by default when executing job using Designer-Server
integration.
engueue_gxecutions Boolean value. If t r ue, executions above max_r unni ng_concurrently are
fal se enqueued, if f al se, executionsabove max_r unni ng_concurrent |y fail.
jobflow_tgken tracking | If f al se, token tracking in jobflow executions will be disabled.
true
locale DEFAULT_LOCALE
engine Can be used to override the DEFAULT_LOCALE engine property.
property
log_level |1 NFO Log4j log level for this graph executions. (ALL | TRACE | DEBUG| | NFO| WARN
| ERROR | FATAL). For lower levels (ALL, TRACE or DEBUG), root logger level
must be set to lower level, aswell. Root logger log level is| NFOby default, thus
atransformation run log does not contain more detail messages then | NFOevent
if the job configuration parameter | og_| evel isset properly. For details about
log4j configuration, see Chapter 17, Logging (p. 104).
max_graph_instance_age [ A timeinterval in milliseconds which specifies how long may atransformation
0 instance last in server's cache. 0 means that the transformation is initialized and
released for each execution. The transformation cannot be stored in the pool
and reused in some cases (a transformation uses placeholders using dynamically
specified parameters)
max_runn|ng_concurrently] The maximum number of concurrently running instances of this transformation. In
unlimted |cluster environment, thelimitis per node.
password This property is deprecated. Password for decoding of encoded DB connection
passwords.
skip_check config Specifies whether check config must be performed before a transformation
default value | execution.
istaken
from engine
property
time zong DEFAULT_TI NE ZONE
engine Can be used to override the DEFAULT_TI ME_ZONE engine property.
property
tracking_ipterval Interval in milliseconds for sampling nodes status in a running transformation.
2000
use jmx |true If t r ue, job executor registers jmx mBean of a running transformation.
use_local |context_url If t r ue, the context URL of arunning job will bealocal fil e: URL.
fal se Otherwise, asandbox: URL will be used.
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Property Default value Description

name

verbose_npode If t r ue, more descriptive logs of job runs are generated.
true

worker_execution Settof al se to enforce execution in Server Core. Can be set per file or per
true sandbox.

Overvigw File Content Classpath Config Properties Graph structured info

8 graph/CreditCardFraudDetection.grf

NAME VALUE

verbose_mode true

Boolean value which specifies whether to put more detail messages to job run log.

tracking_interval 500

Interval in ms for sampling nodes status in running job.

PROPERTIES INHERITED FROM THE SANDBOX

NAME VALUE

No properties inhented from the Sandbox.

B Update Changes

Figure 22.4. Job config properties
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WebDAYV Access to Sandboxes

Since 3.1

WebDAV API alows you to access and manage sandbox content using a standard WebDAV specification.
Specifically, it alowsfor:

» Browsing adirectory structure

 Editing files

* Removing files/folders

* Renaming fileg/folders

* Creating files/folders

» Copying files

* Movingfiles

The WebDAYV interface is accessible from the URL: "http://[host]:[port]/clover/webdav".

Note: Although common browserswill open thisURL, most of them are not rich WebDAYV clients. Thus, you will
only see alist of items, but you cannot browse the directory structure.

WebDAYV Clients

There are many WebDAYV clients for various operating systems, some OS support WebDAYV natively.

Linux like OS

Great WebDAV client working on Linux systems is Kongueror. Please use different protocol in the URL:
webdav://[host]:[port]/clover/webdav

Another WebDAYV client is Nautilus. Use different protocol inthe URL dav: //[ host]:[port]/cl over/
webdav.

MS windows

Last distributions of MSWindows (Win XP and later) have native support for WebDAV. Unfortunately, it ismore
or lessunreliable, so it is recommended to use some free or commercial WebDAV client.

» Thebest WebDAV client we've tested is BitKinex: http://www.bitkinex.com/webdavclient

» Another option isto use Total Commander (http://www.ghisler.com/index.htm) with WebDAYV plugin: http://
www.ghisler.com/plugins.htm#filesys

Mac OS
Mac OS supports WebDAV natively and in this case it should be without any problems. You can use "finder"

application, select "Connect to the server ..." menu item and use URL with HTTP protocol: "http://[host]:[port]/
clover/webdav".

WebDAYV Authentication/Authorization

Clover DX Server WebDAV API usesthe HT TP Basic Authentication by default. However it may bereconfigured
to use HTTP Digest Authentication.

Digest Authentication may be useful, since some WebDAYV clients can't work with HTTP Basic Authentication,
only with Digest Authentication.
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HTTP Digest Authentication is feature added to the version 3.1. If you upgraded your older CloverDX Server
distribution, users created before the upgrade cannot use the HTTP Digest Authentication until they reset their
passwords. So when they reset their passwords (or the admin doesit for them), they can use Digest Authentication
aswell as new users.

The HTTP Digest Authentication is configured with security. di gest _aut hentication. *
configuration properties. To enable it, set security. di gest _aut hentication.features_list to
contain featuresthat arelisted inthesecuri ty. di gest _aut henti cati on. features_|ist.Asitems
insecurity. basic_authentication.features_|i st have higher priority, you should empty it to
allow HTTP Digest Authentication to be used.

See Chapter 15, List of Configuration Properties (p. 82) for details.

For details on authentication methods see https://tools.ietf.org/html/rfc7617 and https://tools.ietf.org/html/rfc2617
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CloverDX Server provides meansto migrate its configuration (e.g. event listeners, schedules, etc.) or parts of the
configuration between separate instances of the Server. A typical use case is deployment from test environment
to production - this involves not only deployment of graphs, but also copying parts of the configuration, such as
file event listeners, etc.

Configuration migration is performed in 2 steps - export of the configuration from the source Server, followed
by import of the configuration at the destination Server. After exporting, the configuration is stored as an XML
file. The file can be modified manually before import, for example to migrate only parts of the configuration.
Additionally, the configuration file can be stored in aversioning system (such as Subversion or Git) for versioning
of the Clover DX Server configuration.

It is recommended to perform import of configuration on a suspended CloverDX Server and to plan for
maintenance. Additionally, it is recommended to backup the Clover DX Server configuration database before the
import.

The following items are parts of the Server Configuration and can be migrated between servers:
e Users & Groups (p. 124)

» Sandboxes (p. 145)

» Job Parameters (p. 168)

 Schedules (p. 193)

» Graph Event Listeners(p. 206) Jobflow Event Listeners(p. 212) IMS Message Listeners(p. 214)
File Event Listeners (remote and local) (p. 221)

» Temp Spaces (p. 117)

Permissions for Configuration Migration

Whether a user is entitled to perform configuration migration is determined by having Server Configuration
Management permission; this permission hastwo sub-permissions: Export Server Configuration and I mport Server
Configuration (see Groups permissions (p. 131) for further information on permissions). These permissions are
of higher priority than permissions related to a particular migrated item type - so even if the user does not have
a permission e.g. to list server's schedules, with Export Server Configuration he will be allowed to export al
of defined schedules. The same is true for adding and changing items with the Import Server Configuration
permission.

See Server Configuration permission (p. 141).
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Server Configuration Export

Export of Server configuration is performed in the Configuration > Export section. Y ou can choose which items
will be exported (see Figure 23.1 (p. 157)). Click the Export Configuration button to save an XML file with
the configuration. The name of the XML file includes current timestamp.

If you manually edit the file, make sure that the content is valid. This can be done by validation against
XSD schema. The schema for a configuration XML document can be found at htt p: //[ host]:[port]/
[ cont ext Pat h] / schenas/ cl over - server - confi g. xsd.

The XML file contains selected items of the CloverDX Server instance. The file can by modified before
importing (p. 158) to another Server instance - for example to import schedules only.

If you want to automate the process of configuration export, use the HTTP APl Operation
export_server_config (p. 244).

Export Configuration

@ Current server configuration can be exported as an XML document. The XML can be medified (e.g. to include only the data needed) and imported to another server instance

ITEMS TO EXPORT
Users Sandboxes
User Groups Job Configuration Parameters

Launch Services

(8] [§] S

Event Listeners

v

v

+ Schedules
v Data Services
v

Temp Spaces

SelectAll | [ Deselectall

B Export Configuration

Figure 23.1. Server Configuration Export screen
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Server Configuration Import

Thisfunction merges exported configuration into the Server. The configuration isloaded from an XML filewhich
can be created by the Server Configuration Export (p. 157) function, or automatically generated. The Import
function islocated in Configuration > Import.

If you want to automate the process of configuration import, use the HTTP APl Operation
import_server_config (p. 245).

Configuration Import

Impart of CloverDX Server configuration merges the imported

configuration with the configuration of this Server instance

Figure 23.2. Server Configuration Import screen

The XML file defines configuration items to be imported. The items are matched against current configuration of
the destination Server. Depending on result, the items are either added to the destination Server or existing item
are updated. Matching of itemsis based on a key that depends on the item type:

Table 23.1. Codes for matching items in configuration import

users user code

user groups group code

sandboxes sandbox code

job parameters triplet: job parameter name, sandbox code, job file
event listeners event listener name

schedule schedule description

launch service triplet: service name, server user, service user group
data service pair: sandbox, rjob

temp spaces pair: temp space node I D, temp space path

Configuration Import Process

Uploading Configuration

Select the XML file with exported configuration. As the first step, the Server executes a safe dry run import,
without actually changing your Server's configuration. Once uploaded, the Server checks the validity of the
configuration and displays a dry run log containing added/updated items or errors.

Y ouwill benotified if the source and target differ in at least minor version number (e.g. 4.8.1 and 4.9.0). Importing
configuration from different version may generate more warnings which will require your attention.
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Verifying Configuration
There are three main states that can occur in adry run:

1. @ Theconfiguration isvalid: no errors have occurred and the configuration can be committed.

2. » The dry run ended with warning(s): the configuration can be committed, but the warning(s) should be
resolved after import.

3. © Thedryrunended with error(s): the configuration cannot be committed until the error(s) arefixed. Consult
the dry runlog to fix the errorsin the XML file and re-upload it.

Dry run log

The Dry run log displays changes in the configuration, warns the user about items in configuration that require
their attention and notifies them about errors that must be fixed before commit. Changes in the configuration are
displayed in a diff view; items before update have ared background while added items or items after update have
a green background with changes highlighted:

Below is an example of alog entry indicating a change in the configuration where a user smi t hj is added to
a previously empty group conf i gur at i on. The diff view shows the change in two steps (two lines grouped
together with no space between them) as 'replacing’ the empty group (=) with the same group with the new user (<).

USER GROUPS

@ id: 65540, name: configuration, code: configuration, description: can configure users groups etc
users: [], permissions: []

id: 65540, name: configuration, code: configuration, description: can configure users groups etc

users: []. permissions: []
Figure 23.3. Updated User Groups - User added to a group

Committing Import

Once all errors are resolved and the configuration is valid, you can Commit Changes. After confirmation, L og
of committed changeswill display the results. The log can be downloaded, as well.

Some items may not be initialized properly after the import (e.g. their initialization requires presence of a cluster
node that went down in the meantime or someone made changes on the Server between dry run and committing).
User is notified about these problemsin L og of committed changes with link to the affected items. Y ou should
check such items in respective sections of the Server console and change their settings to fix the issue or remove
them.
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General Notes on Upgrade

An upgrade of Clover DX Server requires down time; plan a maintenance window.
A successful upgrade requires about 30 minutes; rollback requires 30 minutes.

Perform the steps below in a development/testing environment first before moving onto a production
environment.

Upgrade Prerequisites

Having anew Clover DX Server web application archive (cl over . war appropriate for the application server
used) & licensefiles available.

Having release notes for the particular Clover DX version available (and al versions between current and
intended version to be upgraded to).

Having the graphs and jobs updated and tested with regards to known issues & compatibility for the particular
Clover DX version.

Having the Clover DX Server configuration properties file externalized from default location, see Chapter 12,
Configuration Sources (p. 50).

Standal one database schema where Clover DX Server stores configuration, see Chapter 14, System Database
Configuration (p. 63).

Having a separate sandbox with atest graph that can be run at any time to verify that Clover DX Server runs
correctly and alows for running jobs.

Upgrade Instructions

1

2.

8.

Suspend all sandboxes, wait for running graphs to finish processing.

Shutdown the Clover DX Server application (or al servers, if they run in acluster mode).

. Backup the existing Clover DX database schema (if any changesto the database schemaare necessary, the new

server will automatically make them when you start it for the first time).

. Backup the existing Clover DX web application archive (cl over . war ) & license files (on al nodes).
. Backup the existing Clover DX sandboxes (on all nodes).

. Re-deploy the CloverDX Server web application. Instructions how to do that are application server dependent

- see Production Server (p. 15) for instalation details on all supported application servers. After the re-
deployment, your new server will be configured based on the previous version's configuration.

. Replace old licensefiles with the valid one (or you can later use the web GUI form to upload new license). The

license file is shipped as atext containing a unique set of characters. If you:
* received the new license as afile (* . dat ), then simply useit as new licensefile.

» have been sent the license text, e.g. inside an email, then copy the license contents (i.e. all text between
Conpany and END LI CENSE) into anew filecalled cl over-1i cense. dat . Next, overwrite the old
license file with the new one or upload it in the web GUI.

For details on license installation, see Activation (p. 32).
+ Standalone Server

Start the Clover DX Server application.
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* Cluster
a Start CloverDX Server on thefirst node;
b. Wait until Clover DX Server isaccessible (i.e. you can log in);
c. Start CloverDX Server on other nodes.
To prevent database corruption, do not start all Cluster nodes simultaneously.

9. Review that contents of al tabs in the CloverDX Server Console, especially scheduling and event listeners
looks OK.

10.Update graphs to be compatible with the particular version of Clover DX Server (this should be prepared and
tested in advance).

11.Resume the test sandbox and run atest graph to verify functionality.

12 Resume all sandboxes.
Upgrade from 4.8.x or earlier to 4.9.x or later

Significant architectural changein version 4.9.0

By default since 4.9.0, jobs (graphs, jobflow, data services) are executed in a standalone VM called
Worker (p. 5).

To run jobs in the Server Core (i.e. in the same way as in earlier versions of CloverDX Server),
you can disable execution in Worker for particular jobs or sandboxes (p. 153) or disable Worker
completely (p. 90).

Note that Launch Services (deprecated) and Profiler are only available in the Server Core. These
features require no additional configuration.

Configuration Changes

Worker is the executor of jobs, all jobs run in the Worker by default. It runs in a separate process (JVM), so it
requires configuration in addition to the Server Core.

The Worker's configuration relates to memory size, classpath, command line options and JNDI. For an overview
of Worker related configuration, see Introduction to Worker configuration (p. 5). The introduction provides an
overview of the new Worker specific configuration with links to details.

With Worker, new configuration properties (p. 90) were introduced to set up various parameters (timeouts, heap
size, etc.). These properties can be added to the propertiesfile (p. 56).

Y ou should split the main memory used by the Server between the Server Core and Worker. Generally, Worker
would require more memory than the Server Core asit runs graphs.

The command line arguments and parameters, you were used to add to the Server Core command line in earlier
versions, should be added to the Worker's command line, too.

Libraries added to the Server Core classpath should be added to the classpath of Worker. The place to copy these
librariesisthe ${ cl over. hone}/ wor ker - | i b directory.

Changes to Jobs

If your jobs (DX graphs, jobflows, etc.) use INDI for database or IM S connections, you need to configure JNDI
on Worker (see INDI in Worker (p. 92)). Y ou might also need to update your jobs to use the new JNDI resources
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configured in Worker - they might be available on new JNDI paths. If you do not need these JNDI resources on
the Server Core anymore, consider removing them from the Server Core.

Rollback Instructions

1

Shutdown the Clover DX Server application.

Restore the Clover DX Server web application (cl over . war ) & licensefiles (on all nodes).
Restore the Clover DX Server database schema

Restore the Clover DX sandboxes (on all nodes).

Start the Clover DX Server application (on al nodes).

Resume the test sandbox and run atest graph to verify functionality.

Resume all sandboxes.
I mportant
Evaluation Version - a mere upgrade of your license is not sufficient. When moving from an

evaluation to production server, you should not use the default configuration and database. Instead,
take some time to configure Clover DX Server so that it best fits your production environment.
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CloverDX Server alowsyou to create athread dump or a heap dump for both Server Core and Worker. The heap
and thread dumps are useful for investigation of performance and memory issues.

A heap dump is acontent of the VM process memory stored in abinary file. The generated heap dump file can
be investigated with toolslikej vi sual vmor | hat .

A thread dump isalist of existing VM threads with their callstacks and held locking objects (if supported). It
can be viewed in atext editor.

Note that generating a heap or thread dump requires the Heap Memory Dump permission (p. 142).

Downloading Heap/Thread Dump

In Server GUI, go to Configuration — System Info — Diagnostics.

To download a heap dump or thread dump of either Server Core or Worker, click on the respective link. Note that
in case of a heap dump, it may take a moment before the download is ready.

I mportant

The size of the heap dump temp file is determined by the Server Core or Worker heap memory
size setting (p. 37) - make sure there is enough free space in the temp directory (p. 117) before
downloading thefile.

The temp file is automatically deleted after download, but note that it may contain sensitive
information (e.g. passwords) in plain text.

A garbage collection is triggered before the heap dump which may cause the Server to briefly stop
responding.

The Dump live objects only checkbox allows you to avoid dumping of objects awaiting garbage collection.
Downloading Heap/Thread Dump Using j cnd Command
Heap Dump

The heap dump of Worker can be created with jemd command: j cnd <pi dOF Wor ker > GC. heap_dunp
<fi | enane> You should specify the file name with full path to avoid searching for the file asj cnd does not
always create it in the working directory.

Thread Dump
The thread dump of Worker can be created with jemd command: j cnd <pi dOFf Wor ker > Thr ead. pri nt
See details on jemd.

Generating Heap Dump on Out of Memory Errors

To generate a heap dump on Out of Memory errors, add - XX: +HeapDunpOnQut O Menor yEr r or to the
worker.jvmOptions (p. 91) property. A dump filej ava_pi d. hpr of will be generated when an Out of Memory
error occurs. The heap dump will be located in the working directory of the Worker's process (same as the Server
Core's working directory). Y ou can override the directory location with the - XX: HeapDunpPat h=/ di sk2/
dunps option. Important: the generated file can be large, its size is equal to the heap size.

Enabling GC Logging

Some memory and performance issues can be investigated with help of garbage collection logs.
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Core

To enable the logging of the Server Core, add - ver bose: gc - XX +Print GCTi neSt anps -
Xl oggc: server_core_gc_Il og. t xt toJAVA_OPTSin$CATALI NA_HOVE/ bi n/ set env. sh. Restart
of the Server isrequired to reflect the configuration change.

Worker

To enable the garbage collection logging in Worker, add the flags -verbose: gc - XX
+Pri nt GCTi meSt anps - Xl oggc: wor ker _gc_| og. t xt tothe Worker's VM arguments (p. 58) field in
the Setup GUI, or the worker.jvmOptions (p. 91) property.

The - XI oggc option sets the path for the detailed garbage collector log. For the GC logging of Worker, use a
different file name than for the Server. Y ou can analyze the log file with various tools, e.g. http://gceasy.iof.

Restart of Worker isrequired.
More Details

Another useful garbage collector flags are - XX: +Print GCDet ail s - XX +Pri nt GCDat eSt anps
- XX: +Print GCCause - XX: +UseGCLogFi | eRotati on - XX: Nunmber OF GCLogFi | es=10 -
XX: GCLogFi | eSi ze=5M- XX: +Pri nt Tenuri ngDi stri buti on

For detailson VM flags, see Oracle's Java HotSpot VM Options.

Additional Diagnostic Tools
Below are additional useful diagnostic tools:
Investigating usage of direct memory

To investigate usage of direct memory, add -XX: NativeMenoryTracki ng=sunmary the
worker.jvmOptions (p. 91) property. The details on native memory usage can be displayed with jemd <pid>
VM .native_memory summary. For more information, see Native Memory Tracking tool.

Enable Remote JMX Monitoring
Add the following options to the worker.jvmOptions (p. 91) property:

- Dcom sun. managemnent . j nxr enot e=t r ue -
Dcom sun. managenent . j mxr enot e. port =8687 -
Dcom sun. managenent . j nkr enot e. aut hent i cat e=f al se -
Dcom sun. managenent . j mxr enot e. ssl =f al se -
Dy ava. rm . server. host nane=exanpl e. com

With the above options, you enable remote connection to JIMX monitoring, which provides a wide range of
information about the running VM, JNDI resources etc. Changethevaueof j ava. r mi . server. host nane
to the hostname of your Server.
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Worker Logs

When investigating issues with Worker itself or jobs running in Worker, there are several logs with useful
information:

Logsfound in the Monitoring — Server Logs section of the Server Console.

* COMMON log - the main Server log contains also information related to Worker. This log contains the full
command line used to start Worker, this allows you to check the command line arguments. Additionally,
standard output of the Worker process is redirected to this log - thisis useful especially if the Worker process
crashes during startup.

The COMMON logfileislocated in${j ava.io. tnpdir}/cloverl ogs/all.l og

« WORKER log - the main Worker log providesinformation about Worker startup, initialization, executed jobs,
runtime activities, etc. Theinitialization details contain information about Worker's INDI resources, €etc.

The WORKER log fileislocated in ${j ava. i o. t mpdir}/ cl over| ogs/ wor ker _[ nodel D] . | og

Y ou can a'so open thislog viathe Go to logs action in the Worker section of the M onitoring page.
Worker Command Line

The full command line that was used to start the Worker process can be found in:

» Monitoring section, use the Show command line action on Worker. For more details, see Showing Worker's
Command Line Arguments (p. 116).

the COMMON log of the Server (found in the Monitoring — Server L ogs page). See section above for more
details.

Investigate the command line options in case Worker does not correctly start or if the configuration of the running
Worker is not correct.

Worker Does Not Start
If Worker does not start, check the following:

* Server's COMMON log and the WORKER log, see above (p. 165). Look for errors during Worker startup
and initialization.

» Worker's command line arguments, see above (p. 165) Look for invalid command line arguments.
Additionally, check the custom JVM arguments set on Worker, in the Worker (p. 58) tab of Setup (p. 54) or
viathe worker.jvmOptions (p. 91) configuration property.

Restarting Worker

In case Worker gets into an unrecoverable state (e.g. out of heap memory, etc.) and you fix the source issue, you
can restart it from the Monitoring section (For more details, see Restarting the Worker (p. 116).):

* restart immediately, which will abort jobs currently running in Worker;
* restart after running jobs finish, in case the currently running jobs are crucial.

Worker does not start

In case Worker does not start (i.e. remains in the STARTI NG status), check the COMMON log first.

165



Chapter 26. Troubleshooting Worker

Worker Crashes

If commonlog (al | . | og file) contains row similar to the following one, the worker crashed due to exhausted
heap space.
2018-03-22 16:08:29,008[s StdQut reader] WorkerProcess I NFO [ wor ker 0@\1: 10500] : j ava. |l ang. Qut Of MenoryError: Java heay

You can configure it to generate heap dump for further investigation. To do so, add - XX
+HeapDunpOnQut OF Menor yEr r or to VM arguments in Worker configuration (Configuration > Setup >
Worker). The generated file can be investigated with toolslikej vi sual vmor j hat .

Another cause of the crash can be swapped Worker's main memory. If thereis insufficient free space in the main
memory and the pages of Worker process are swapped on the hard drive, Worker is slowed down, it does not
receive heart beat from the Server in time and it kills itself. Lower the maximum heap size of Worker to avoid
swapping. Make note java process uses also non-heap memory, e.g. metaspace or direct memory.

To investigate usage of direct memory, add - XX: Nat i veMenor yTr acki ng=sunmary to Worker's VM
arguments (Configuration > Setup > Worker). The details on native memory usage can be displayed with jcmd
<pid> VM .native_memory summary. See https.//docs.oracle.com/javase/8/docs/technotes/quides/troubl eshoot/
tooldescr0Q07.html for details on native memory tracking.

Worker Hangs

Usually, it is caused by garbage collector. Try tweaking the garbage collection.
Another cause can be swapping of worker process pages on hard drive.
Issues with Classloading

Todebug issueswith classloading, add - ver bose: ¢l ass toJVM argumentsof Worker. Loaded and unloaded
classes will be printed to the output. The output can be seen in the common log.
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Chapter 27. Graph/Jobflow Parameters

The Clover

DX Server passes a set of parameters to each graph or jobflow execution.

Keepinmind that ${ par amNane} placeholders (parameters) are resolved only during theinitialization (loading
of XML definition file), so if you need the parameters to be resolved for each job execution, you cannot set the
job to be pooled. However, current parameter values are always accessible by an inline Java code:

String r

unld = get Graph().>get GraphProperties().getProperty("RUN_ID");

Properties may be added or replaced:

get G- aph

().get GaphProperties().setProperty("new property", value);

Thisis a set of parameters which are always set by CloverDX Server (for more information, see Job Config
Properties (p. 151)):

Table 27.1. Defaults for graph execution configuration

Key Description

SANDBOX_CODE
An identifier of a sandbox which contains the executed graph.

JOB_FILEA path to the file (graph, subgraph, jobflow). The path relative to the sandbox root path.

SANDBOX_ROOT
An absolute path to sandbox root.

RUN_ID [ AnID of the graph execution. In a standalone mode or cluster mode, it is aways unique. It may be
lower than O value, if the run record isn't persistent. For more information, see Chapter 39, Launch
Services (p. 250).

PARENT |RUN_ID
A run ID of the graph execution which is a parent to the current one. Useful when the executionisa
subgraph, child-job of some jobflow or worker for distributed transformation in a cluster. When the
execution doesn't have a parent, the PARENT_RUN_| Disthe sameas RUN_| D.

ROOT_RUN_ID
A run ID of the graph execution which is aroot execution to the current one (the one which
doesn't have a parent). Useful when the execution is a subgraph, child-job of some jobflow or
worker for distributed transformation in a cluster. When the execution doesn't have a parent, the
ROOT_RUN | Disthesameas RUN | D.

CLOVER| USERNAME
The username of the user who launched the graph or jobflow.

NODE_I0Q An ID of the node running the graph or jobflow.
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Parameters by Execution Type

Additional parameters are passed to the graph depending on how the graph is executed:

Executed from Web GUI (p. 169)

Executed by L aunch Service Invocation (p. 169)

Executed by HTTP APl Run Graph Operation Invocation (p. 169)
Executed by RunGraph Component (p. 169)

Executed by WS API Method executeGraph Invocation (p. 169)
Executed by Task Graph Execution by Scheduler (p. 169)

Executed from JM S Listener (p. 169)

Executed by Task Start a graph by Graph/Jobflow Event Listener (p. 170)
Executed by Task Graph Execution by File Event Listener (p. 170)

Executed from Web GUI
Graphs executed from the web GUI have no additional parameters.
Executed by Launch Service Invocation

Service parameters which have the Passto graph attribute enabl ed are passed to the graph not only as"dictionary"
input data, but also as a graph parameter.

Executed by HTTP APl Run Graph Operation Invocation

Any URL parameter with apar am_ prefix is passed to an executed graph but without the par am_ prefix, i.e.
par am FI LE_NAME specified in a URL is passed to the graph as a property named FI LE_NAME.

Executed by RunGraph Component

Since 3.0, only parameters specified by the paramsT oPass attribute are passed from the parent graph to the
executed graph. However common properties (RUN_ID, PROJECT _DIR, etc.) are overwritten with new values.

Executed by WS API Method executeGraph Invocation
Parameters with values may be passed to the graph with arequest for execution.
Executed by Task Graph Execution by Scheduler

Table 27.2. passed parameters

Key Description

EVENT_SCHEDULE _EVENT_TYPE
The type of aschedule: SCHEDULE_PERIODIC | SCHEDULE_ONETIME

EVENT_SCHEDULKE_LAST_EVENT
Date/time of a previous event

EVENT_SCHEDULKE_DESCRIPTION
A schedule description, which is displayed in the web GUI

EVENT_USERNAM[E
The owner of the event. For schedule it is the user who created the schedule.

EVENT_SCHEDULE_ID
An ID of the schedule which triggered the graph

Executed from JMS Listener

There are many graph parameters and dictionary entries passed, depending on the type of incoming message. See
detailsin IMS Message Listeners (p. 214).
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Executed by Task Start a Graph by Graph/Jobflow Event Listener

Since 3.0, only specified properties from a "source" job are passed to the executed job, by default. This behavior
can be changed by thegr aph. pass_event _paranms_t o_graph_i n_ol d_st yl e Server config property
sothat all parametersfrom a*source" job are passed to the executed job. Thisswitch isimplemented for backwards
compatibility. With the default behavior, in the editor of graph event listener, you can specify alist of parameters
to pass. For more information, see Start a Graph (p. 179).

The following parameters with current values are always passed to the target job

Table 27.3. passed parameters

Key
EVENT_RUN_SANI

Description

DBOX
A sandbox with the graph which is the source of the event

EVENT_JOB_EVEN

T_TYPE
GRAPH_STARTED | GRAPH_FINISHED | GRAPH_ERROR | GRAPH_ABORTED |
GRAPH_TIMEOUT | GRAPH_STATUS_UNKNOWN, anaogically JOBFLOW_* for
jobflow event listeners.

EVENT_RUN_JOB

FILE
A jobFile of the job which is the source of the event

EVENT_RUN_ID

An ID of the graph execution which is the source of the event.

EVENT_TIMEOUT

A number of milliseconds which specifies an interval of timeout. Useful only for
"timeout" graph event.

EVENT_RUN_RES|

LT
A result (or current status) of the execution which is the source of the event.

EVENT_USERNAM

E
The owner of the event. For graph eventsit isthe user who created the graph event
listener

Executed by Task Graph Execution by File Event Listener

Table 27.4. passed parameters

Key
EVENT_FILE_PATH

Description

i
A path to the file which is the source of the event. Does not contain afile name. Does
not end with afile separator. |s passed only for the local file event listener.

EVENT_FILE_NAM

E
A filename of the file which is the source of the event. Is passed only when the
"grouping” mode is disabled. Otherwise there are more than one file event.

EVENT_FILE_URL{

bContains string, which may be used "asis" in the file URL attribute of various
Clover DX components. It may contain a URL to one or more (if grouping is enabled)
files. It may contain local path(s) or remote URL(S) where credentials are replaced by
placeholders (due to security reasons).

EVENT_FILE_AUT

H USERNAME
A username/ID to the remote location.

EVENT_FILE_AUT

H USERNAME_URL_ENCODED
Thesameas EVENT_FILE AUTH_USERNAME, but the value is also URL encoded,
so it may be used in the URL.

EVENT_FILE_AUT

H_PASSWORD
Password/key to the remote location. It's encrypted by the master password. It is passed

only when the file listener uses user+password authentication.
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Key Description

EVENT_FILE AUTH_PASSWORD_URL_ENCODED
The sameas EVENT_FILE_AUTH_PASSWORD, but the valueis also URL encoded,
so it may be used in the URL (EVENT_FILE_URLS parameter).

EVENT_FILE_EVENT TYPE
SIZE | CHANGE_TIME | APPEARANCE | DISAPPEARANCE

EVENT_FILE_PATTERN
A pattern specified in afile event listener

EVENT_FILE_LISTENER_ID

EVENT_USERNAM[E
Owner of the event. For file events, it is the user who created the file event listener.

Adding Another Graph Parameters

Additional "Graph Config Parameters”

It is possible to add so-called additional parameters in the web GUI ( Chapter 22, Sandboxes - Server Side
Job Files (p. 145)) for the selected graph or for al graphs in the selected sandbox. See details in Job Config
Properties (p. 151).

Task "execute_graph" Parameters

The execute graph task may betriggered by aschedule, graph event listener, or file event listener. The task editor
allows you to specify key=value pairs which are passed to the executed graph.
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A task isagraph, jobflow, Groovy script, etc. that can be started manually, started on scheduled time, or triggered
by some event. A task specifies WHAT to do.

There are several tasks implemented for a schedule and graph event listener as follows:

o Start a Graph (p. 179)

o Start a Jobflow (p. 182)

» Abort job (p. 185)

» Execute Shell Command (p. 176)
* Send an Email (p. 173)

» Execute Groovy Code (p. 190)

» Archive Records (p. 186)

Tasks in Cluster Environment

In Cluster environment, you can specify a node where the task runs. The task can run on Any node or on one of
selected nodes. If thereis no node ID specified, the task may be processed on any cluster node; so in most cases,
it will be processed on the same node where the event was triggered. If there are some nodel Ds specified, task
will be processed on the first node in the list which is connected in cluster and ready.

Tasksare used in

Chapter 30, Scheduling (p. 193)
Chapter 32, Listeners (p. 204)
Chapter 29, Manual Task Execution (p. 192)
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Send an Email

The send e-mail task is useful for notifications about a result of graph execution. For example, you can create a
listener with this task type to be notified about each failure in the specified sandbox or afailure of the particular

graph.

This task is very useful, but for now only as a response for graph events. This feature is very powerful for
monitoring. (for description of thistask type, see Graph Event Listeners (p. 206)).

Note: It seems useless to send emails periodically, but it may send current server status or daily summary. These
features will be implemented in further versions.

Table 28.1. Attributes of "Send e-mail" task

Name Description

Task "Send an email”

type

To Therecipient's email address. It is possible to specify more addresses separated by acomma. It is
also possible to use placeholders. For more information, see Placeholders (p. 174).

Cc Cc stands for ‘carbon copy'. A copy of the email will be delivered to these addresses. It is possible
to specify more addresses separated by a comma. It is also possible to use placeholders. For more
information, see Placeholders (p. 174).

Bcc Bcc: stands for 'Blind carbon copy'. It is similar as Cc, but the others recipients aren't aware, that
these recipients received a copy of the email.

Reply-to | Email address of sender. It must be avalid address according to the SMTP server. It is also possible

(Sender) | to use placeholders. For more information, see Placeholders (p. 174).

Subject | Anemail subject. It is also possible to use placeholders. For more information, see
Placeholders (p. 174).

HTML [ A body of the email in HTML. The email is created as multipart, so the HTML body should have
aprecedence. A plain text body is only for email clients which do not display HTML. Itisalso
possible to use placehol ders. For more information, see Placeholders (p. 174).

Text A body of the email in plain text. The email is created as multipart, so the HTML body should have
aprecedence. A plain text body is only for email clients which do not display HTML. It isalso
possible to use placeholders. For more information, see Placeholders (p. 174).

Log If this switch is checked, the email will have an attachment with a packed log file of the related

fileas graph execution.

attachment
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Create graph event listener

Sandbox BasicExamples -
Graph graph/CreditCardFraudDetection.grf -
Event type Graph finished A

TRIGGERED TASK

Task type Send an email -
Email template No template Job finished
To S{user.email}

Show Cc, Bee and Reply-to

Subject CloverDX Server notification - Graph run ${run.id} of ${run _jobFile} finish

HTML <!DOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.0
Transitional//EN">
<html><head>

<meta http-equi
content="text/html; ch =utf-8">

<meta http-equiv ontent-language” content="en">

<meta http-equiv="Cache-Control™ content="no-

"content-type"

<meta http-equiv="pragma" content="no-cache">

<meta http-equiv="Expires" content="Mon, 26 Jul
1997 @5:00:80 GMT">
</head> M
<body bgcolor="#ffffff"> r

Show plain text

v Logfile as attachment (if it is available)

Available variables v

Figure 28.1. Web GUI - send email

Note: Do not forget to configure a connection to an SVITP server (see Part 111, “ Configuration” (p. 47)).

Placeholders

Placehol der may be used in somefields of tasks. They are especially useful for email tasks, where you can generate
the content of email according to context variables.

Note: In most cases, you can avoid this by using email templates (See E-mail task for details)

These fields are preprocessed by Apache Velocity templating engine. See the Vel ocity project URL for syntax
description http://vel ocity.apache.org/.

There are several context variables, which you can usein placeholders and even for creating loops and conditions.

e event

* now

o user

e run

» sandbox

Some of them may be empty depending on the type of the event. For example, if atask is processed because of a
graph event, then run and sandbox variables contain related data, otherwise they are empty.
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Contains

Current date-time

user

The user, who caused this event. It may be an owner of a schedule, or someone who executed a
graph. It contains sub-properties which are accessible using dot notation (i.e. ${ user.email}) email:

e user.email

* user.username

* user.firstName

* user.lastName

« user.groups (list of values)

run

A data structure describing one single graph execution. It contains sub-properties which are
accessible using dot notation (i.e. ${ run.jobFile})

¢ job.jobFile
 job.status

e job.startTime

e job.stopTime

¢ job.errNode

e job.errMessage
* job.errException
 job.logLocation

tracking

A data structure describing a status of components in a graph execution. It contains sub-properties
which are accessible using the Velocity syntax for loops and conditions.

#if (${tracking})
<tabl e border="1" cell paddi ng="2" cel | spaci ng="0">
#f oreach ($phase in $tracking. tracki ngPhases)
<tr><td>phase: ${phase. phaseNun}</td>
<t d>${ phase. executi onTi ne} ns</td>
<td></td><td></td><td></td></tr>
#foreach ($node in $phase. tracki ngNodes)
<t r ><t d>${ node. nodeNane} </ t d>
<td>${node.resul t}</td>
<td></td><td></td><td></td></tr>
#foreach ($port in $node.trackingPorts)
<tr><td></td><td></td>
<td>${port.type}: ${port.index}</td>
<td>${port.total Bytes} B</td>
<td>${port.total Rows} rows</td></tr>
#end
#end
#end
</t abl e>
#end

}

sandbox

A data structure describing a sandbox containing an executed graph. It contains sub-properties
which are accessible using dot notation (i.e. ${ sandbox.name})

+ sandbox.name
» sandbox.code
» sandbox.rootPath

schedule

A data structure describing a schedule which triggered this task. It contains sub-properties which
are accessible using dot notation (i.e. ${ schedule.description})

 schedule.description
» schedule.startTime
» scheduleendTime
» schedule.lastEvent
» schedule.nextEvent
» schedulefireMisfired
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Execute Shell Command

Execute Shell Command executes a system command or shell script.

This task is used in Chapter 30, Scheduling(p. 193) Chapter 32, Listeners(p. 204) and Chapter 29, Manual
Task Execution (p. 192).

Table 28.3. Attributes of "Execute shell command" task

Name Description

Task type "Execute shell command"

Start on Node IDs to process the task.

This attribute is accessible only in Cluster environment. If there are nodes specified, the
task will be processed on the first node which is online and ready.

Shell script Command line for execution of external process.

Working directory | A working directory for the process.

If not set, the working directory of the application server processis used.

Timeout Timeout in milliseconds. After a period of time specified by this number, the external
processis terminated and all results are logged.

Create graph event listener
Name GraphEventListener_1
Owner clover A
+ Enabled
GRAPH TO CHECK
Sandbox BasicExamples -
Graph graph/CreditCardFraudDetection.grf -
Event type Graph finished =
TRIGGERED TASK
Task type Execute shell command -
Shell script 1 du -hs . »> size.log
£
Working directory fhome/clover
Timeout 10000 ms
Available variables v

Figure 28.2. Web GUI - shell command
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Execute Shell Command Parameters

Some parameters are available only in particular context: scheduling, event listeners, or manual task execution.

Table 28.4. Parameters of Execute shell command

Name Description

event An event that has triggered the task

now Current date-time

task Thetriggered task

user The object representing the user who executed the graph/jobflow. It contains sub-

properties that are accessible using dot notation (i.e. ${ user.email})

e user.email

e USer.username

¢ user.firstName

¢ user.lastName

* user.groups (list of values)

Parameters availablein Scheduling

schedule The object representing the schedule that triggered thistask. It contains sub-properties
that are accessible using dot notation (i.e. ${ schedule.description})

¢ schedule.description
» schedule.startTime
e scheduleendTime

» schedule.lastEvent
 schedule.nextEvent
* schedulefireMisfired

EVENT_USERNAMI[E
The name of the user who caused the event.

EVENT_USER_ID | Thenumeric ID of the user who caused the event.

EVENT_SCHEDULE _DESCRIPTION
A description of the schedule.

EVENT_SCHEDULE_EVENT_TYPE
The type of the schedule - SCHEDULE_ONETIME or SCHEDULE_PERIODIC.

EVENT_SCHEDULE ID
The numeric ID of the schedule

EVENT_SCHEDULE_LAST _EVENT
Date-time of the latest schedule triggering (in java.util.Date.toString() format).

Parametersavailablein Listeners

run The object representing a single graph/jobflow execution. It contains sub-properties that
are accessible using dot notation (i.e. ${ run.jobFile}).

 run.jobFile

* run.status

e runstartTime

e run.stopTime

* run.errNode

e run.errMessage
 run.errException
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Name Description

sandbox

The object representing a sandbox containing the executed graph/jobflow. It contains
sub-properties that are accessible using dot notation (i.e. ${ sandbox.name})

* sandbox.name
» sandbox.code
» sandbox.rootPath

tracking

An object representing a status of components in a graph execution. It contains sub-
properties that are accessible using Velocity syntax for loops and conditions.

EVENT_USERNAM

ET he name of the user who caused the event.

EVENT_USER_ID

A numeric ID of the user who caused the event.

EVENT_RUN_SANDBOX

A code of the sandbox containing the graph/jobflow.

EVENT_RUN_JOB _[FILE

A sandbox-relative path to the graph/jobflow file.

EVENT_RUN_RESULT

The current status of the graph/jobflow execution

« N_A

+ READY

+ RUNNING

« WAITING

« FINISHED_OK
+ ERROR

+ ABORTED

.« TIMEOUT

+ UNKNOWN

EVENT_RUN_ID

A numeric ID of the run record representing graph/jobflow execution

EVENT_TIMEOUT

A specified timeout (in milliseconds) for the TIMEOUT event to occur.

EVENT_JOB_EVENT TYPE

Graph event that triggered the task

* GRAPH_STARTED

* GRAPH_PHASE_FINISHED

* GRAPH_FINISHED

* GRAPH_ERROR

* GRAPH_ABORTED

* GRAPH_TIMEOUT

* GRAPH_STATUS UNKNOWN

Par ameter s availabl

ein Manual Task Execution

parameters

Task parameters - container for String-String key-value pairs passed to this task.
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Start a Graph

Start a Graph starts a specified graph from a specified sandbox.

Table 28.5. Attributes of "Graph execution" task

Name Description

Task type "Start agraph”
Start on Node(s) to process the task.

This attribute is accessible only in Cluster environment. If there are nodes specified, the
task will be processed on the first node which is online and ready.

Sandbox This select box contains sandboxes which are readable for the logged user. Select the
sandbox which contains the graph to execute.

Graph The graph to be executed.

This select box isfilled with all graphsfiles accessible in the selected sandbox. Type a
graph name or path to filter availableitems.

Save run record Saves run record to database.

If the task runs too often (once in several seconds), you can increase the database
performance by disabling this attribute.

Parameters A list of parameters passed to the graph.

Event parameters like EVENT_RUN_RESULT, EVENT_RUN | D, etc. are passed to the
executed job without limitations. The EVENT_RUN_RESULT and EVENT_RUN | D
parameters are used in context of event listeners. They are not used in context of
scheduling.
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Create graph event listener »®

@ Graph event listeners allow you to define a task that will be executed as a reaction to the
success o failure of executing a specific graph.

Name GraphEventListener_1
Owner clover -
« Enabled

GRAPH TO CHECK

Sandbox BasicExamples =
Graph graph/CreditCardFraudDetection.grf -
Event type Graph finished =

TRIGGERED TASK

Task type Start a graph =
Sandbox BasicExamples -
Graph graph/DataSelectionAdvanced.grf -

+  Save execution history @
Pass parameters from the checked graph

Parameters Name - alue [+]

Parameters passed from the listener to the task v

Figure 28.3. Web GUI - Graph execution task

Please note that the behavior of this task type is almost the same as Start a Jobflow (p. 182).
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Parameters

Y ou can start agraph with parameters.

To start agraph with a parameter, choose an existing parameter from the list, set its value, and click the plus sign
button at the end of line.

If the graph is started by an event listener, it receives additional parameters from the triggering job.

Parameters passed to graph by Event Listeners

Table 28.6. Additional parameters available in Event Listeners

Name Description
EVENT_USERNAMIE he name of the user who caused the event

EVENT_USER_ID |[A numeric ID of the user who caused the event.

EVENT_RUN_SANIDBOX
A code of the sandbox containing the graph/jobflow

EVENT_RUN_JOB_[FILE
A sandbox-relative path to the graph/jobflow file.

EVENT_RUN_RESULT
The current status of the graph/jobflow execution (N_A, READY, RUNNING,
WAITING, FINISHED_OK, ERROR, ABORTED, TIMEOUT or UNKNOWN).

EVENT_RUN_ID [A numeric ID of the run record representing graph/jobflow execution.

EVENT_JOB_EVENT_TYPE
A graph/jobflow event type that triggered the task.

EVENT_TIMEOUT | A specified timeout (in milliseconds) for the TIMEOUT event to occur
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Start a Jobflow

Start a jobflow starts a specified jobflow from a specified sandbox.

Table 28.7. Attributes of "Jobflow execution" task

Name Description

Task type "Start a jobflow"
Start on Node(s) to process the task.

This attribute is accessible only in Cluster environment. If there are nodes specified, the
task will be processed on the first node which is online and ready.

Sandbox This select box contains sandboxes which are readable for the logged user. Select
sandbox which contains jobflow to execute.
Jobflow This select box isfilled with all jobflow files accessible in the sel ected sandbox. Type

the jobflow name or path to filter available items.

Save run record Saves run record to database. If the task runs too often (once in several seconds), you
can increase the database performance by disabling this attribute.

Parameters Key-value pairs which are passed to the executed job as parameters.

Event parameters like EVENT_RUN_RESULT, EVENT_RUN_I D, etc. are passed to the
executed job without limitations. The EVENT_RUN_RESULT and EVENT_RUN | D
parameters are used in context of event listeners. They are not used in context of
scheduling.
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Create graph event listener

@ Graph event listeners allow you to define a task that will be executed as a reaction to the
success o failure of executing a specific graph.

Name GraphEventListenar
Owner clover -
« Enabled

GRAPH TO CHECK

Sandbox — All sandboxes - =

Graph Select sandbox first

Event type Graphi finished -

TRIGGERED TASK

Task type Start a jobflow -

Sandbox JobflowExamples 2

Jobflow jobflow/03-ErrorHandling-Basic.jbf -

« Save execution history @
Pass parameters from the checked graph

Parameters - Q

Figure 28.4. Web GUI - Jobflow execution task
Please note that the behavior of this task type is almost the same as Start a Graph (p. 179).

I the jobflow start is triggered by an event, the same set of parameters as in a graph event listener is passed to
the jobflow. Parameters (p. 181).
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Start a Profiler Job

Start a profiler job starts a specified profiler job from a specified directory.

You can pass parameters to the profiler job in the same way as in case of starting a graph (p. 179) or
jobflow (p. 182).

In case of triggering the profiler job by an event listener, the same set of additional parameters, as in case of
execution of graph, is passed to the profiler job. See Parameters passed to graph by Event Listeners (p. 181).

Create graph event listener

© Graph event listeners allow you to define a task that will be executed as a reaction to the

success or failure of

executing a specific graph.

Name GraphEventListener
Owner clover -

+ Enabled
GRAPH TO CHECK
Sandbox - All sandboxes - -
Graph Select sandbox first
Event type Graph finished -

TRIGGERED TASK

Task type

Sandbox

Profiler job

Parameters

Start a profiler job

DataQualityExamples

profile/fexample1-XLS.cpj

Figure 28.5. Web GUI - Profiler job execution task
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Abort job

Thistask kills/aborts a specified job (graph or jobflow), if it is currently running.

Table 28.8. Attributes of "Abort job" task

Name Description

Task type "Abort job"
Start on Node(s) to process the task.

This attribute is accessible only in Cluster environment. If there are nodes specified, the
task will be processed on the first node which is online and ready.

Kill source of event | If this switch ison, the task will kill the job which is the source of the event, which
activated this task. Attributes sandbox and job are ignored.

This checkbox is useful only if Abort job isactivated by some event.

Sandbox Select a sandbox which contains the job to kill.

This attribute works only when the Kill sour ce of event switch is off.

Job This select box isfilled with all jobs accessible in the selected sandbox. All instances of
the selected job that are currently running and will be killed. This attribute works only
when Kill source of event switch is off.

Create graph event listener

© Graph event listeners allow you to define a task that will be executed as a reaction to the
success or failure of executing a specific graph.

Name GraphEventListenar
Owner clover -
+  Enabled

GRAPH TO CHECK
Sandbox JobflowExamples -
Graph graph/03-ErrorHandling-Basic/03-Graph-1.grf -
Event type Graph timeout -
Job timeout interval 7200 seconds

120.0 minutes

20 hours
TRIGGERED TASK
Task type Abort job =

Kills/aborts specified job (ETL graph or jobflow), if it is currently running

«  Kill source of event

Figure 28.6. Web GUI - "Abort job"
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Archive Records

Thistask can archive (or delete) obsolete records from a database or filesystem.

Table 28.9. Attributes of "Archivator" task

Name Description

Task type "Archivator"

Start on This attribute specifies a cluster node on which the task may process.
This attribute is accessible only in Cluster environment.
If itisempty, it may be any node; if there are nodes specified, the task will be processed
on the first node which is online and ready.

Archivator type There are two possible values: del et e or ar chi ve.
Del et e removes records without any possibility of recovery.
Ar chi ve option removes records from the database, but creates a ZI P package with
CSV files containing the deleted data.

Older than Time period (in minutes) - specifies which records are evaluated as obsolete. Records
older than the specified interval are stored in archives/deleted.

Output path for This attribute is useful only for thear chi ve option.

archives

Include executions
history

If checked, Execution History (p. 199) will be archived/deleted as well.

Include temp files

If checked, the archivator saves/removes all graph temporary files older than the value
in Older than attribute. The temporary files are files with graph debug data, dictionary
files and files created by graph components. Note that log files are not considered as
temp files.

Include tasks history

If checked, the archivator will include run records. Log files of graph runs are included
aswell.

Include profiler runs

If checked, the archivator will include profiler job results.

Include server
instance history

If checked, the archivator will include server instance history as well.
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Create graph event listener

GRAPH TO CHECK

Sandbox BasicExamples -

Graph graph/CreditCardFraudDetection.grf

Event type Graph finished A

TRIGGERED TASK

Task type Archivator -
Archives (or deletes) obsolete logs or records from DB.

Action Delets Archive

Older than 1440 minutes

Output path for

archives

Record status

Sandbox

Job file

+ Include executions history

<any status>

<any sandbox>

Select sandbox first
Include temp files
Include tasks history
Include profiler runs

Include server instance run history

Figure 28.7. Web GUI - archive records
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Send a JMS Message

Thistype of task isuseful for notifications about result of agraph execution. For example, you can create agraph
event listener with this task type to be notified about each failure in a specific sandbox or failure of a particular

graph.

JM S messaging requires IMS API (jmsjar) and third-party libraries. All these libraries must be available on the
application server classpath. Some application servers contain these libraries by default, some do not, thus the
libraries must be added explicitly.

Table 28.10. Attributes of JIMS message task

Name Description

Task type "IJM S message"

Initial context Choose between the default and custom initial context.

Initial context class | A full classname of j avax. nami ng. | ni ti al Cont ext implementation. Each

name JMS provider has its own implementation. For example, in case of Apache MQ, it is
org. apache. activeny. j ndi . Acti veMJ ni ti al Cont ext Factory.Ifitis
empty, the Server uses the default initial context.

Broker URL

Connection factory | The INDI name of a connection factory. It depends on a IMS provider.

JINDI name

Destination JNDI The INDI name of a message queue/topic on the server

name

Username A username for connection to a JM S message broker

Password A password for connection to a JMS message broker

URL A URL of aJMS message broker

JMS pattern This select box is available only when the user is creating a new record. It contains all
predefined JM S message patterns. If the user chooses any of them, the text field below
isautomatically filled with avalue from the pattern.

Text The body of aJMS message. It is also possible to use placeholders. See
Placeholders (p. 174) of send email task for details.
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TRIGGERED TASK

Task type
Initial context

Initial context factory
class

Broker URL

Create graph event listener

Send a JMS message -

Default Custom

org.apache.activema.jndi.ActiveMQInitial ContextFactory

tep:/ivirt-broker:61616

Connection factory QueueConnectionFactory Q
Username admin o
Password = s
QueuelTopic dynamicQueuesitest Q
Fill message from graph finished -
template
Message sandbox: ${sandbox.code}
Graph: ${run.graphId}
Result: ${run.status}
Started: ${run.startTime}
Finished: ${run.stopTime}
Error node: $!{run.erriode}
Error message: $!{run.errMessage}
Error exception: $!{run.errException}
Log file: $!{run.loglocation}
Available variables v

Figure 28.8. Web GUI - Task JMS message editor

Table 28.11. Parameters of "Send a JMS Message"

Name Description

event The event that triggered the task.

now Current date-time

task Thetriggered task.

user The object representing the owner of the schedule. It contains sub-properties that are
accessible using dot notation (i.e. ${ user.email}) email, username, firstName, lastName,
groups (list of values).

schedule The object representing the schedule that triggered thistask. It contains sub-properties

that are accessible using dot notation (i.e. ${ schedule.description}) description,
startTime, endTime, lastEvent, nextEvent, fireMisfired.

EVENT_USERNAM

E he username of the user who caused the event

EVENT_USER_ID

A numeric ID of the user who caused the event.

EVENT_SCHEDUL

- DESCRIPTION
A description of the schedule

EVENT_SCHEDULF

E EVENT_TYPE
The type of the schedule - SCHEDULE_ONETIME or SCHEDULE_PERIODIC.

EVENT_SCHEDULE

F 1D
A numeric ID of the schedule.

EVENT_SCHEDULF

E LAST_EVENT

Date-time of the latest schedule triggering (in java.util.Date.toString() format).
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Execute Groovy Code

Thistype of task allowsto execute a code written in the Groovy script language. The script can be defined in place

or using apath to external . gr oovy file. It is possible to use some variables.

The basic attribute of thistask is a source code of written in Groovy.

If the source codes are provided from both a file and through the input form, only the code from the input form

will be executed.

In Cluster environment, there is also one additional attribute Node | Ds to processthetask. If it is empty, it may
be any node; if there are nodes specified, the task will be processed on the first node which is online and ready.

CloverDX Server contains Groovy version 2.0.0

Table 28.12. List of variables available in Groovy code

Variable Class Description Availability
event com.cloveretl.server.events.AbstractServerEvent every time
task com.cloveretl.server.persistent. Task every time
now java.util.Date current time every time
parameters java.util.Properties Properties of atask every time
user com.cloveretl.server. Same as event.getUser() every time
persistent.User
run com.cloveretl.server. When the event
persistent.RunRecord is an instance of
GraphServerEvent
tracking com.cloveretl.server. same as When the event
worker.commons.persi stent. TiraakiggiGrapki ngGraph() is an instance of
GraphServerEvent
sandbox com.cloveretl.server. same as run.getSandbox() When the event
persistent. Sandbox is an instance of
GraphServerEvent
schedule com.cloveretl.server. same as When the event
persistent.Schedule ((ScheduleServerEvent)event). | is an instance of
getSchedul &) Schedul eServerEvent
servletContext javax.servlet.ServletContext every time
cloverConfiguration| com.cloveretl.server.spring.d GeenfCoufétjaratialues for every time
CloverDX Server
serverFacade com.cloveretl.server.facade. | The reference to the facade every time
api.ServerFacade interface. Useful for calling
Clover DX Server core.
WAR file contains JavaDoc of
facade APl and it is accessible
on URL: http://host:port/
clover/javadoc/index.html
sessionToken String A valid session token of the every time

user who owns the event. It is
useful for authorization to the

facade interface.
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Variables run, tracking and sandbox are available only if the event is an instance of GraphServerEvent class. A
variable scheduleis only available for ScheduleServerEvent as an event variable class.

Example of use Groovy script

Thisexample shows a script which writes atext file describing the finished graph. It shows use of the'run’ variable.

i mport com cl overetl.server. persistent. RunRecord;
String dir = "/tmp/";

RunRecord rr = (RunRecord)run ;

String fileName = "report"+rr.getld()+"_finished. txt";

FileWiter fw = new FileWiter(new File(dir+fil eNane));

fwwite("Run | D cU4rr.ogetld()+"\n");
fwwite("Gaph ID :"+4rr.getGaphld()+"\n");

fw wite("Sandbox :"+rr.get Sandbox() . get Nane()+"\n");
fwwite("\'n");

fwwite("Start time :"+rr.getStartTine()+"\n");
fwwite("Stop tine :"+4rr.get StopTi me()+"\n");

fw wite("Duration :"+rr.getDurationString()+"\n");
fw wite("Status :"+rr.getStatus()+"\n");

fw. close();
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Chapter 29. Manual Task Execution

Since 3.1

A manual task execution allows you to invoke a task directly with an immediate effect, without defining and
triggering an event.

There are a number of task types that are usually associated with a triggering event, such as afile listener or a
graph/jobflow listener. Y ou can execute any of these tasks manually.

Additionally, you can specify task parametersto simulate a source event that would normally trigger thetask. The
following is a figure displaying how a ‘file event' could be simulated. The parameters for various event sources
are listed in the Chapter 27, Graph/Jobflow Parameters (p. 168).

Manual Task Execution

@ Manual task execution allows you to invoke a task directly with an immediate effect
without defining a listener.

Task parameters 0
EVENT FILE_NAME data_file -]
EVENT_FILE_PATH C\Users\clover\data -]
Task parameters are passed to a task and can be used as parameters for
example in a graph or in an emal
TRIGGERED TASK
Task type Start a graph =
Sandbox BasicExamples =
Graph graph/CreditCardFraudDetection grf -
v Save execution history @
Parameters = [+]
Parameters passed from the listener to the task v

e

Figure 29.1. Web GUI - "Manual task execution" form
Using Manual Task Execution

In the Server GUI, switch to the Event Listenerstab. In the New Listener drop-down menu, select the Manual
Task Execution option.

Choose the task type you would like to use. See documenation on chosen tasks:

Send an Email (p. 173)

Execute Shell Command (p. 176)
Start a Graph (p. 179)

Start a Jobflow (p. 182)

Start a Profiler Job (p. 184)
Abort job (p. 185)

Archive Records (p. 186)

Send a M S Message (p. 188)
Execute Groovy Code (p. 190)

To access the Manual Task Execution form, you need Manual task execution permission (p. 137).
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The scheduling module alows you to create a time schedule for operations you need to trigger in a repetitive or
timely manner.

Similar to cron from Unix systems, each schedule represents a separate time schedule definition and a task to
perform.

In the left pane of the Scheduler GUI, you can see the status of schedules, details, date and time of last/next run
and three-dot button with actions: Run Now, Edit, Show in the Task History, Disable and Delete. The right
pane shows time line and details of the selected schedule.

Notethat if ascheduleisfailing, you can see the error message in the right pane and there is an additional action
available: Clear Failure Indication. When selecting this action, the schedule is no longer indicated as failing. It
actsasif it were never run, but itstimelineis still visible in the detail pane. This function is useful when you fix a
failing schedule with along interval between runs and by resetting the state, you mark the schedule as OK. This
way, it doesn't cause distraction by being shown as failing until its status is refreshed in the next run.

@ Delete old execution artifacts o & i

Archivator = virt-alpha,virt-gray,virt-proteus

rting/endless_aborting jbf Last run Next run
: 2018: 3 17:00:00 2019-01-05 01:00:00

Figure 30.1. Web GUI - Scheduling
Tasks you can schedule are described in Chapter 28, Tasks (p. 172).

Send an Email (p. 173)

Execute Shell Command (p. 176)
Start a Graph (p. 179)

Start a Jobflow (p. 182)

Start a Profiler Job (p. 184)
Abort job (p. 185)

Archive Records (p. 186)

Send a JM S Message (p. 188)
Execute Groovy Cade (p. 190)
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Timetable Setting

This section describes specification of triggering schedules. Note that exact trigger times are not guaranteed. There
may be couple of seconds delay. Schedule itself can be specified in different ways.

Onetime Schedule (p. 194)
Periodical schedule by Interval (p. 195)
Periodical schedule by timetable (cron Expression) (p. 196)

Onetime Schedule

This schedule istriggered just once.

Table 30.1. Onetime schedule attributes

Name Description

Periodicity Onetime
Start time Date and time, specified intheyyyy- mm dd hh: nm ss format.
Start skipped| If checked and execution is skipped for any reason (e.g. server restart), it will betriggered

executionsas soon as| immediately when it is possible. Otherwiseitisignored and it will betriggered at the next
possible scheduled time.

Create Schedule

Schedule name One time schedule

Periodicity Onetime 52
Start time 2018-10-02 06:00:00 B8
User clover -

v | Start skipped executions as soon as possible @

v Enable schedule

Figure 30.2. Web GUI - onetime schedule form

194



Chapter 30. Scheduling

Periodical schedule by Interval

Thistype of schedule isthe simplest periodical type. Trigger times are specified by these attributes:

Table 30.2. Periodical schedule attributes

Name Description

Periodicity Interval

Run every Specifiesinterval between two trigger times (in minutes). The next task is triggered even
if the previoustask is still running.

Active from/to Date and time, specified intheyyyy- mm dd hh: nm ss format.

Start skipped| If checked and execution is skipped for any reason (e.g. server restart), it will betriggered

executionsas soon as| immediately when it is possible. Otherwiseit isignored and it will betriggered at the next
possible scheduled time.

Create Schedule

Schedule name Interval schedule

Periodicity Interval =

Run every 60 minutes -

Active from 2018-09-01 08:30:00 B  to  201811-01 00:00:00 B
User clover 52

v | Start skipped executions as soon as possible @

v Enable schedule

Figure 30.3. Web GUI - periodical schedule form
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Periodical schedule by timetable (cron Expression)

Timetable is specified by a cron expression.

Table 30.3. Cron periodical schedule attributes

Name Description

Periodicity Timetable

Cron expression Cron is ajob scheduler which uses its own format for scheduling.i.e. 0 0/ 2 4-23 *
* 7?2 means "every 2 minutes between 4:00 AM and 11:59 PM".

Active from/to Date and time, specified intheyyyy- mm dd hh: nm ss format.

Start skipped| If checked and execution is skipped for any reason (e.g. server restart), it will betriggered

executionsas soon as| immediately when it is possible. Otherwiseit isignored and it will betriggered at the next

possible scheduled time.

Create Schedule

Schedule name Delete old debug files
Periodicity Timetable =
Cron expression ‘ 001*=7 | ¥ Next run 2018-11-30 01:00:00

Hint: At 01:00, every day

Active from B to )

User clover 7

+ Start skipped executions as soon as possible @

+ Enable schedule

Figure 30.4. Cron periodical schedule form

When setting up a cron expression, a hint displaysit in ahuman readable format. Furthermore, when you click on
each of the field in the expression, the hint expands, indicating which part of the expression you are editing and
listing symbols, their meaning and values that can be used in the expression.

0 Note

Server cron expression for Days of Week differs from * nix cron expression. Daysin cron expression
in Server start from 1 which corresponds to Sunday. *nix cron expression uses 0 or 7 for Sunday.
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Allocations of Scheduled Task on Nodes

In Cluster environment, you can set the node on which the scheduled task will be launched. If not set, the node
will be selected automatically from all available nodes (but always just one).

If you choose:
* Any node - one of the available nodes will be selected automatically.

» One of selected nodes - you can select which node will run the task.

Nodes to process Any node One of selected nodes

o

krychle-brno

virt-gray

virt-proteus

Figure 30.5. Schedule allocation - One ore more specific nodes
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Scheduling the Tasks - Examples

Start a graph at specific time

This example shows scheduling the start of a graph at specific time.

1. Inthe Scheduling section of the Server GUI, click on the New schedule button.

2. Enter a Schedule name.

3. Inthe Periodicity drop-down list, choose Onetimeto start the graph just once.

4, Enter Start time. Use the calendar @ to enter the required date and time in a correct format.
5. Inthe Task typefield, choose Start a graph.

6. Select a Sandbox and a Graph within the sandbox.

Start a Jobflow once an hour

This example shows scheduling of a periodic task.

Create a new schedule that runs the User Stats.j bf jobflow from the reports sandbox once an hour.
1. Enter a Schedule name.

2. Inthe Periodicity drop-down list, choose I nterval.

3. Enter the interval between two jobflow starts in the Run every field. In the drop-down list, you can choose
between seconds, minutes and hours units.

4. Thetask will be started once an hour within a specified time period. Enter the beginning and end of this period
inthe Active from to fields.

5. Select the Sandbox and Graph.

Complex Scheduling

This example shows a complex scheduling using a cron expression.

Start a graph WeekendGraph.grf every Saturday and Sunday at 22:15.

1. Enter a Schedule name.

2. Inthe Periodicity drop-down list, choose Timetable.

3. Editthe Cron expression field. The expression for every Saturday and Sunday at 22:15is0 15 22 ? * 1, 7.
4. Inthe Task typefield, choose Start a graph.

5. Select the Sandbox and Graph.
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Chapter 31. Viewing Job Runs - Execution History

Filtering and ordering (p. 199)

Tracking (p. 201)
Log File (p. 202)

Execution History shows the history of all jobs that the Server has executed — transformation graphs, jobflows,
and Data Profiler jobs. Y ou can useit to find out why ajob failed, see the parameters that were used for a specific
run, and much more.

The table shows basic information about the job: Run ID, Node, Job file, Executed by, Status, and time of
execution. After clicking onarow in thelist, you can see additional details of the respectivejob, such asassociated
log files, parameter values, tracking and more.

Note
LY

Some jobs might not appear in the Execution History list. These are jobs that have disabled
persistence for increased performance (for example, some Launch Services disable storing the run
information in order to increase service responsiveness).

Filtering and ordering

Use the Filter panel to filter the view. By default, only parent tasks are shown (Show executions children) — e.g.
master nodes in a cluster and their workers are hidden by default.

Use the up and down arrows in the table header to sort the list. By default, the latest job is listed first.

CloverDX £ Page Loading Vitalpha/lestst  2018-12-17 0958 +01:00

& Monitoring ~ Filter ’
Status History
Server Logs

=] T N job
P, Execution History

| o006 [he[uer Seus |

20181213

BasicExamples B . X °
graphiDatabaseAccess.grf ove

& Schedules 2 02
& Daasenices @ v 334 clovereltest scenarios 8 . . ° 20181
2 graphibigRecords/ XML WriterExtract1.grf alp ove 15341
B EventListeners 333 cloveretltest scenarios B 2
2 graphibigRecords XMLWriterExtractgrf proteus ovel ° 341
# Launch Services
332 cloveretltest scenarios B - - ° 8121
2 graphibigRecords/DedupLast.grf alpha ove 41
& sandbores B doverstsestscenaros B . ° s1241
2 it 3409
330 cloveretltest scenarios B . °
/ Configuration ~ 2 graph/bigRecords/CloverDataReaderWriter.grf
Users 329 cloveretl test scenarios 8% o bmo . °
'y graphibigRecords/BufferedEdge.grf hmo - dove
Groups
328 cloveretitest scenarios ey - °
Secury 'y graphibigRecords/bigRecords_UDR.grf : o
327 Joverel est =
T cloverstltest scenarios
emp Spaces 'y graphibigRecords/bigRecords_UDR Verbose.grf * °
System Info 32 cloverstltest scenarios & . °
Cloverox o 'y graphibigRecords/CloverDataReaderWriter.grf
325 est scenarios B °
Export ry Records/XMLWriterExtract.grf
Import B2 BasicExamples & ° 121
2 graph/XMLProcessin 1
setup
323 12
. °

< W€ 181920 212202324252 27 > W

Figure 31.1. Execution History - executions table

When some job execution is selected in the table, the detail info is shown on the right side.
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Table 31.1. Persistent run record attributes

Name Description

Run 1D A unique number identifying the run of the job. Server APIs usually return this number
as asimple response to the execution request. It is useful as a parameter of subsequent
calls for specification of the job execution.

Execution type A type of ajob asrecognized by the Server. STANDAL ONE for graph, JOBFLOW
for Jobflow, PROFILER_JOB for profiler, MASTER for the main record of partitioned
execution in a cluster, PARTITIONED_WORKER for the worker record of partitioned
execution in a cluster

Parent run ID A run ID of the parent job. Typically the jobflow which executed this job, or master
execution which encapsulates this worker execution.

Root run 1D A run ID of the root parent job. Job execution which wasn't executed by another parent
job.

Execution group Jobflow components may group sub-jobs using this attribute. See the description of
Jobflow components for details.

Nested jobs Indication that this job execution has or has not any child execution.

Node In cluster mode, it showsthe ID of the cluster node which this execution was running
on.

Executor If it runs on worker, it contains the text "worker".

Executed by The user who executed the job. Either directly using some API/GUI or indirectly using
the scheduling or event listeners.

Sandbox The sandbox containing ajob file. For jobs which are sent together with an execution
reguest, so the job file doesn't exist on the Server site, it is set to the "default” sandbox.

Job file A pathto ajob file, relative to the sandbox root. For jobs which are sent together with
an execution request, so the job file doesn't exist on the Server site, it is set to generated
string.

Job version Therevision of thejob file. A string generated by Clover DX Designer and stored in the
jobfile.

Status Status of the job execution. READY - waiting for execution start, RUNNING -

processing the job, FINISHED OK - the job finished without any error, ABORTED -
the job was aborted directly using some API/GUI or by the parent jobflow, ERROR
- the job failed, N/A (not available) - the server process died suddenly, so it couldn't
properly abort the jobs. After restart, the jobs with unknown status are set as N/A

Started Server date-time (and timezone) of the execution start.
Finished Server date-time (and timezone) of the execution finish.
Duration Execution duration

Error in component | If the job failed due the error in a component, thisfield containsthe ID of the
ID component.

Error in component | If the job failed due the error in a component, thisfield contains type of the component.
type
Error message If thejob failed, thisfield contains the error description.

Exception If thejob failed, thisfield contains error stack trace.

Input parameters A list of input parameters passed to the job. A job file can't be cached, since the
parameters are applied during loading from the job file. The job file isn't cached, by
default.

Input dictionary A list of dictionary elements passed to the job. A dictionary is used independently of job
file caching.

Output dictionary A list of dictionary elements at the moment the job ends.
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For jobs which have some children executions, e.g. partitioned or jobflows also an executions hierarchy tree is
shown.

Q sea x [sows ] 2 Ba x -

~© 79 G vitalpha JobflowExamples/jobflow/04-ErrorHandiing RejectFiles jbf
© 80 & kychle-bmo JobflowExamples/graph/04-ErrorHandiing-RejectFiles/04-Graph-1.grf [Validete Inputs]

© 81 & vitalpha JobflowExamples/graph/0d-ErrorHandiing-RejectFiles/04-Graph-2.grf [Report Reject Stats]
~© 82 G vitproteus RejectFil jbf [Cons ject Files] (3 children)
© 83 & kiychle-bmo rror
© 84 B vitproteus jectFiles ph-3.gf

© 85 & kychlebmo siectFies/04-Graph-3.grf [Consolidate Each Fie]

Overview | Tracking | Logfile

Q jobflow/04-ErrorHandling-RejectFiles.jbf L B O x
Run ID 79 =
Job type 3 Jobflow
sted jobs )
fode virt-alpha
Executor worker
Job file jobflowi04-ErrorHandling-RejectFiles.jbf &
Status @ Finished OK
Started 2018-11-21 10:28:52
Finished 2018-11-21 102911
Duration 19 secs
Input parameters CLOVER_USERNAE clover
J0B_FILE jobflow/@4-ErrorHandling-RejectFiles. jbf
NovE_1o virt-alpha
PARENT_RUN_ID 7
ROOT_RUN_ID 7

Figure 31.2. Execution History - overall perspective

; Tip
By clicking the arrow on the |eft side of the detail pane (see the figure above), you can expand the

detail panefor easier analysis of job logs.

Executions hierarchy may be rather complex, so it's possible to filter the content of the tree by a fulltext filter.
However when the filter is used, the selected executions aren't hierarchically structured.

Tracking

The Tracking tab, contains details about the selected job:
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Table 31.2. Tracking table information

Attribute Description

Component ID

The ID of the component.

Component name

The name of the component.

Status

Status of data processing in the respective component.

e FINISHED_OK: datawas successfully processed

¢ ABORTED: data processing has been aborted

¢ N_A: status unknown

« ERROR: an error occurred while data was processed by the component

CPU CPU usage of the component.
Port Component's ports (both input and output) that were used for data transfer.
Records The number of records transferred through the port of the component.
kB Amount of datatransferred in kB.
Records/s The number of records processed per second
KB/s Datatransfer speed in KB.
Records/s peak The peak value of Records/s.
KB/s peak The peak value of KB/s.
Figure 31.3. Execution History - Tracking
Log File

In the Log file tab, you can see the log of the job run with detailed information. A log with a green background

indicates a successfully run job, while ared background indicates an error.

Y ou can download thelog asaplain text file by clicking Download log or asazi p archiveby clicking Download

log (zipped).
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Overview | Tracking | Log file
o graph/CreditCardFraudDetection.grf £ & ©

B Download log (10 KB)  [§i Download log (zipped)

2018-89-25 @8:41:57,736 INFO 393221 [http-nio-8883-exec-3] *** CloverDX, (c) 2002-2618 Javlin a.s. ***
2018-89-25 ©8:41:57,736 INFO 393221 [http-nio-8083-exec-3] Running with CloverDX version 5.0.8 buildsels
compiled 24/89/2018 21:34:22

2018-89-25 @8:41:57,737 INFO 393221 [http-nio-8883-exec-3] Running on 4 CPU(s), 0S Windows 1@, architecture
amde4

2018-89-25 ©8:41:57,964 INFO 393221 [JobStarter 393221] Executing job:
BasicExamples/graph/CreditCardFraudDetection. grf

Run ID: 393221
User: clover
Triggered by: wWeb GUT
Executing on: [workere@nodeel]

2018-89-25 ©8:41:57,994 INFO 383221 [jobExecutorThreadPoolFactoryBean-4] Running on Java(TH) SE Runtime
Environment, 1.8.8 144, Oracle Corporation (IDK), max available memory for JVM 2 888 768 KB

2018-09-25 ©5:41:58,083 INFO 393221 [jobExecutorThreadPoolFactoryBean-4] Initializing phase @

2018-89-25 @8:41:58,368 INFO 393221 [jobExecutorThreadPoolFactoryBean-4] Phase @ initialized successfully.
2018-89-25 @8:41:58,362 INFO 393221 [jobExecutorThreadPoolFactoryBean-4] Executing job #383221 -

sandbox: //BasicExamples/graph/CraditCardFraudDetaction.grf

2018-89-25 @8:41:58,363 INFO 393221 [WatchDog 393221] Job execution type: ETL_GRAPH

2018-09-25 @8:41:58,364 INFO 393221 [HatchDog 393221] Job parameters:

Figure 31.4. Execution History - Tracking
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Listeners can be seen as 'hooks. They wait for a specific event and take a used-defined action if the event occurs.
Created listeners are shown in the Event Listener list (see Figure below). The list has the following columns :

Table 32.1. Event Listeners Table Description

Column name Description

Enabled Indicates whether the listener is enabled or disabled. Clicking the icon enables/disables
the listener.

Name Shows the name of the listener, task type and event the listener is waiting for.

Last run Shows the date and time of the listener's last run.

OK Shows the number of successful runs.

FAIL Shows the number of failed runs.
Click the three vertical dots to open a submenu where you can create an email
notification or delete the listener.

S T S T

Check parameters T
[ o] Start a graph BigDataExamples/graph/CheckParameters-Hive.grf 2|?;1182_5 '2_22" 1
On finished of graph BasicExamples/graph/_Introduction.grf

Detect transactions
[ o] Start a graph BasicExamples/graph/subgraph/DetectRiskyTransactions.sgrf
On file *.txt added at /opt

Send email
Start cpj
. . : ) ) 2018-09-25
[ @] Start a profiler job DataQualityExamples/profile/example2-CSV.cpj 132227 1
On finished of graph /

Figure 32.1. Listeners
The event is specific to the particular listener

Graph Event Listeners (p. 206)

Jobflow Event Listeners (p. 212)

JM S Message Listeners (p. 214)

Universal Event Listeners (p. 219)

File Event Listeners (remote and local) (p. 221)
Task Failure Listeners (p. 229)

The available actions taken by the listeners are common for al listeners. The actions, that can be taken are:

Send an Email (p. 173)

Execute Shell Command (p. 176)
Start a Graph (p. 179)

Start a Jobflow (p. 182)

Start a Profiler Job (p. 184)
Abort job (p. 185)

Archive Records (p. 186)

Send aJM S Message (p. 188)
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Execute Groovy Code (p. 190)
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Graph Event Listeners

Graph Event Listeners allow you to define atask that the Server will execute as a reaction to the success, failure
or other event of a specific job (atransformation graph).

Each listener is bound to a specific graph and is evaluated no matter whether the graph was executed manually,
scheduled, or viaan API cdl, etc.

Y ou can use listeners to chain multiple jobs (creating a success listener that starts the next job in arow). However,
we recommend using Jobflows to automate complex processes because of its better development and monitoring
capabilities.

Graph Event Listeners are similar to Jobflow Event Listeners (Jobflow Event Listeners (p. 212) — for
CloverDX Server both are smply ‘jobs.

In the Cluster, the event and the associated task are executed on the same node the job was executed on, by default.
If the graph is distributed, the task will be executed on the master worker node. However, you can override where
the task will be executed by explicitly specifying a Node IDs in the task definition.

Graph Events

Each event carries properties of a graph, which is the source of the event. If there is an event listener specified,
the task may use these properties. For example the next graphs in a chain may use "EVENT_FILE_ NAME"
placeholder which was activated by the first graph in the chain. Graph properties, which are set specifically for
each graph run (e.g. RUN_| D), are overridden by the last graph.

Types of graph events

Graph started

The Graph started event is created, when an graph execution successfully started.
Graph phase finished

The Graph phase finished event is created, everytime a graph phase is finished and al its nodes are finished
with status FI NI SHED CK.

Graph finished

The Graph finished event is created, when al phases and nodes of a graph are finished with FI NI SHED OK
status.

Graph error

The Graph error event is created, when a graph cannot be executed for some reason, or when any node of graph
fails.

Graph aborted

The Graph aborted event is created, when agraph is explicitly aborted.

Graph timeout

The Graph timeout event is created, when a graph runslonger than a specified interval. Thus you should specify

the Job timeout interval for each listener of a graph timeout event. You can specify the interval in seconds,
minutes or hours.
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Graph unknown status

The Graph unknown status event is created when the Server, during the startup, detects run records with
undefined status in the Execution History. Undefined status means, that the Server has been killed during the
graph run. The Server automatically changes the state of the graph to Not Available and sends a graph unknown
status event.

Please notethat thisworksjust for executions, which have apersistent record in the Execution History. Itispossible

to execute a transformation without a persistent record in the Execution History, typically for better performance
of fast running transformations (e.g. using Launch Services).

Listener

User may create a listener for a specific event type and graph (or al graphsin sandbox). The listener is actually
a connection between a graph event and a task, where the graph event specifies when and the task specifies what
to do.

Event handling consists of the following course of actions:

» theeventis created
* listenersfor this event are notified
* each listener performs the related task

Tasks

Task types are described in Chapter 28, Tasks (p. 172).

In the Cluster environment, all tasks have an additional attribute Node | Ds to process the task. If there is no node
ID specified, the task may be processed on any cluster node. In most cases, it will be processed on the same node
where the event was triggered. If there are some nodel Ds specified, the task will be processed on the first node
in the list which is connected in cluster and ready.

Send an Email (p. 173)

Execute Shell Command (p. 176)
Start a Graph (p. 179)

Start a Jobflow (p. 182)

Start a Profiler Job (p. 184)
Abort job (p. 185)

Archive Records (p. 186)

Send a M S Message (p. 188)
Execute Groovy Code (p. 190)

Use Cases

Possible use cases are:

» Execute graphsin chain (p. 207)

» Email notification about graph failure (p. 209)
» Email notification about graph success (p. 210)
» Backup of data processed by graph (p. 211)

Execute graphs in chain

For example, we have to execute graph B, only if another graph A finished without any error. So thereisarelation
between these graphs. We can achieve this behavior by creating a graph event listener. We create a listener for
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graph finished OKeventof graph A and choose an execut e gr aph task type with graph B specified
for execution. If we create another listener for graph B with the execut e gr aph task with graph C specified,
it will work as a chain of graphs.

Create graph event listener

© Graph event listeners allow you to define a task that will be executed as a reaction to the
success or failure of executing a specific graph

Name ChainedGraphs
Owner clover -
+  Enabled

GRAPH TO CHECK

Sandbox default =

Graph -
Event type Graphi finished -

TRIGGERED TASK

Task type Start a graph -

Sandbox default =

Graph graph/graphExtFilter.grf -

« Save execution history @

Pass parameters from the checked graph

Parameters - Q

Figure 32.2. The event source graph isn't specified, thus
the listener works for all graphs in the specified sandbox
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Email notification about graph failure

Create graph event listener

GRAPH TO CHECK -
Sandbox default -

Graph -

Event type Graph error hd

TRIGGERED TASK

Task type Send an email =
Email template No template Job finished
To S{user.email}

Show Cc, Bee and Reply-to
Subject CloverDX Server notification - Graph run ${run.id} of ${run_jobFile} finish

HTML -
<h1>Graph run ${run.id} of ${sandbox.code} /

${run.jobFile} error</hl>

<p>runId: ${run.id}</p>

<p>User: ${run.user.username}</p>
<p>Result: ${run.status}</p>
<p>Started: ${run.startTime}</p>
<p>Finished: ${run.stopTime}</p>

#if( ${run.erriode} )

<p>Error node: $!{run.errNode}</p> -
#end

Show plain text

+ Logfile as attachment (if it is available)

Available variables v &7

Figure 32.3. Web GUI - email notification about graph failure
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Email notification about graph success

Create graph event listener

GRAPH TO CHECK “
Sandbox default =

Graph -

Event type Graph finished A

TRIGGERED TASK

Task type Send an email -

Email template No template Job finished

To S{user.email}

Show Cc, Bee and Reply-to
Subject CloverDX Server notification - Graph run ${run.id} of ${run _jobFile} finish

HTML -
<h1l>Graph run ${run.id} of ${sandbox.code} /

${run.jobFile} finished</hl>

<p>runId: ${run.id}</p>

<prUser: ${run.user.username}</p>
<p>Result: ${run.status}</p>
<p>Started: ${run.startTime}</p>
<p>Finished: ${run.stopTime}</p>

#if( ${run.errhode} )

<p>Error node: $!{run.errNode}</p> -
#end 4

Show plain text

+ Logfile as attachment (if it is available)

Available variables v <

Figure 32.4. Web GUI - email notification about graph success
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Backup of data processed by graph

Create graph event listener
Name DataBackup
Owner clover A
+ Enabled
GRAPH TO CHECK
Sandbox default -
Graph graph/graphDataPolicy.grf -
Event type Graph finished A
TRIGGERED TASK
Task type Execute shell command -
Shell script 1 fopt/scripts/backup_data.sh
&

Working directory fvar/data
Timeout 10000 ms

Available variables v

Figure 32.5. Web GUI - backup of data processed by graph
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Jobflow Event Listeners

Jobflow Event Listeners allow you to define a task that the Server will execute as a reaction to the success or
failure of executing a specific job (ajobflow).

Each listener is bound to a specific jobflow and is evaluated every time the jobflow is executed (no matter whether
manually, through another jobflow, viaa schedule, API call, etc.).

Jobflow Event Listeners work very similarly to Graph Event Listeners (p. 206) in many ways, since Graphs and
Jobflows are both 'jobs from the point of view of the Clover DX Server.

In the Cluster, the event and the associated task are executed on the same node the job was executed on. If the
jobflow isdistributed, the task will be executed on the master worker node. However, you can override the default
setting by explicitly specifying aNode ID in the task definition.

Jobflow Events

Each event carries properties of the event source job. If there is an event listener specified, a task may use these
properties. For example, the next job in the chain may use "EVENT_FILE_NAME" placeholder which activated
the first job in the chain. Job properties, which are set specifically for each run (e.g. RUN_I D), are overridden
by the last job.

Types of jobflow events

Jobflow started

A Jobflow started event is created, when jobflow execution successfully started.
Jobflow phase finished

The Jobflow phase finished event is created everytime ajobflow phase is finished and al its nodes are finished
withthe FI NI SHED (X status.

Jobflow finished

The Jobflow finished event is created, when al phases and nodes of a jobflow are finished with the
FI Nl SHED X status.

Jobflow error

The Jobflow error event is created, when a jobflow cannot be executed for some reason, or when any node of
the jobflow falls.

Jobflow aborted
The Jobflow aborted event is created, when ajobflow is explicitly aborted.
Jobflow timeout

The Jobflow timeout event is created when a jobflow runs longer then the specified interval. Thus you have to
specify the Job timeout interval for each listener of the jobflow timeout event. Y ou can specify thisinterval in
seconds, minutes or hours.

Jobflow unknown status

The Jobflow unknown status event is created, when the Server, during the startup, detects run records with
undefined status in the Execution History. Undefined status means, that the Server has been killed during the
jobflow run. The server automatically changes the state of the jobflow to Not Available and sends the jobflow
status unknown event.
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Please note, that this works just for executions, which have a persistent record in the Execution History. It is
possible to execute a transformation without a persistent record in the Execution History, typicaly for better
performance of fast running transformations (e.g. using Launch Services).

Listener

The user may create alistener for the specified event type and jobflow (or al jobflows in sandbox). The listener
is actualy a connection between the jobflow event and task, where the jobflow event specifies when and the task
specifies what to do.

Event handling consists of the following course of actions:

» eventiscreated
* listenersfor this event are notified
« each listener performs the related task

Tasks

A task specifies an operation which should be performed as a reaction to atriggered event.
Task types are described in Chapter 28, Tasks (p. 172).

Note: Y ou can use atask of any typefor ajobflow event listener. The description of task typesisdivided into two
sections just to show the most evident use cases.

Send an Email (p. 173)

Execute Shell Command (p. 176)
Start a Graph (p. 179)

Start a Jobflow (p. 182)

Start a Profiler Job (p. 184)
Abort job (p. 185)

Archive Records (p. 186)

Send aJM S Message (p. 188)
Execute Groovy Code (p. 190)
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JMS Message Listeners

JMS Message Listeners allow you to listen for incoming JIM S messages. Y ou specify the source of the messages
(IMS Topic or IMS Queue) and atask that will be executed for each incoming message.

JMS messaging requires aJMS API (jms.jar) and specific third-party libraries. Every one of these libraries must
be available on a classpath of an application server. Some application servers contain these libraries by default;
however, some do not. In such a case, libraries must be added explicitly before starting the Clover DX Server.

JM S Message Listenerson Worker

JM S Message Listeners can be used with Worker aswell. In such a case, make sure that the required
. j ar fileand libraries are available on the Worker's classpath as well. For more information, see
Adding Libraries to the Worker's Classpath (p. 41).

JMS is acomplex topic that goes beyond the scope of this document. For more detailed information about IMS,
refer to the Oracle website: https://docs.oracle.com/javaeel/7/tutorial/jms-concepts.htm#BNCDQ

Note that the IM S implementation is dependent on the application server that the Clover DX Server isrunningin.

In Cluster, you can either explicitly specify which node will listen to IMS or not. If unspecified, all nodes will
register aslisteners. Inthe case of IMS Topic, all nodeswill get the message and trigger thetask (multipleinstances)
or, in the case of IMS Queue, a random node will consume the message and run the task (just one instance).

Table 32.2. Attributes of IMS message task

Attribute Description

Initialize by This attribute is useful only in acluster environment. It is anode ID where the listener
should beinitialized. If it is not set, the listener isinitialized on all nodesin the cluster.

In the Cluster environment, each IMS event listener has a Node | Ds attribute which
may be used to specify the cluster node which will consume messages from the queue/
topic. There are the following possibilities:

» Nofailover: Just one node ID specified - Only the specified node may consume
messages, however the node status must be "ready”. When the node isn't ready,
messages aren't consumed by any cluster node.

 Failover with node concurrency: No node ID specified (empty input) - All cluster
nodes with status "ready" consume messages concurrently.

« Failover with nodereservation: More node | Ds specified (separated by a comma) -
Just one of the specified nodes consumes messages at atime. If the node fails for any
reason (or its status isn't "ready"), any other "ready" node from the list continues with
consuming messages.

In a standalone environment, the Node | Ds attribute is ignored.

JNDI Access

Initial context Default or custom

Initial context A full class name of thej avax. nam ng. | ni ti al Cont ext implementation.
factory class Each JM S provider has its own implementation. For example, Apache MQ has

org. apache. activeny. j ndi . Acti veMJ ni ti al Cont ext Factory.Ifitis
empty, the Server uses a default initial context.

The specified class must be on the web-app classpath or application-server classpath. It
isusually included in one library with aJMS APl implementation for each specific IMS
broker provider.
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Attribute Description
Broker URL A URL of aJMS message broker
Listen To

Connection factory

A INDI name of a connection factory. It dependson aJMS provider.

Username A username for a connection to a JIM S message broker
Password A password for a connection to JM S message broker
Queue/Topic A INDI name of a message queue/topic on the Server

Durable subscriber

If false, the message consumer is connected to the broker as 'non-durabl€e’, so it receives
only messages which are sent while the connection is active. Other messages are lost.

If the attribute is true, the consumer is subscribed as 'durable’ so it receives even
messages which are sent while the connection isinactive. The broker stores such
messages until they can be delivered or until the expiration is reached.

This switch is useful only for Topics destinations, because Queue destinations always
store messages until they can be delivered or the expiration is reached.

Please note that consumer isinactive e.g. during server restart and during short moment
when the user updates the "JM S message listener" and it must be re-initialized. So
during these intervals, the message in the Topic may get lost if the consumer does not
have the durable subscription.

If the subscription is durable, client must have Clientl d specified. This attribute can be
set in different waysin dependence on JMS provider. E.g. for ActiveMQ, itisset asa
URL parametert cp: / /1 ocal host: 1244?jms. client| D=Testd ientl|D.

Subscriber name

Available only when Durable subscriber ist r ue. By default,

adurable subscriber name is generated automatically in the
subscr_[clusterNodel d] _[li stenerld] format; therefore, a subscriber has
adifferent name on each cluster node. Using this attribute, you can specify a custom
subscriber name that will be identical on al cluster nodes.

Message sel ector This query string can be used as a specification of conditions for filtering incoming
messages. Syntax iswell described on Java EE API web site. It has different behavior
depending on the type of consumer (queue/topic):

Queue: Messages that are filtered out remain in the queue.
Topic: Messages filtered out by a Topic subscriber's message selector will never be
delivered to the subscriber. From the subscriber's perspective, they do not exist.

M essage Processing

Number of Eg 1l

consumers

Groovy code A Groovy code may be used for additional message processing and/or for refusing a

message. Both features are described below.

Optional Groovy code

Groovy code may be used for additional message processing or for refusing a message.

» Additional message processing Groovy code may modify/add/remove values stored in the containers
"properties’ and "data’.

» Refuse/acknowledge the message If the Groovy code returns Bool ean. FALSE, the message is refused.
Otherwise, the message is acknowledged. A refused message may be redelivered, however the IMS broker

215


http://java.sun.com/j2ee/1.4/docs/api/javax/jms/Message.html

Chapter 32. Listeners

should configure a limit for redelivering messages. If the Groovy code throws an exception, it's considered a
coding error and the IMS message is NOT refused because of it. So, if the message refusal isto be directed by
some exception, it must be handled in Groovy.

Table 32.3. Variables accessible in groovy code

Type Key
javax.jms.Message | msg

Description
instance of a JM S message

java.util .Properties | properties

See below for details. It contains values (String or converted to String) read
from amessage and it is passed to the task which may then use them. For
example, the execute graph task passes these parameters to the executed

graph.

java.util.Map<String,| data
Object>

See below for details. Contains values (Object, Stream, etc.) read or proxied
from the message instance and it is passed to the task which may then use
them. For example, the execute graph task passes it to the executed graph as
dictionary entries.

javax.servlet.ServletContext

servletContext

An instance of ServletContext.

com.cloveretl.server.api.ServerF

serverFacade

bcade

An instance of serverFacade usable for calling CloverDX Server core
features.

javalang.String sessionToken

SessionToken needed for calling serverFacade methods

Message data available for further processing

A JMS message is processed and

the data it containsis stored into two data structures: Properties and Data
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Table 32.4. Properties Elements

Key
JMS _PROP_[propert]
key]

Description

yFor each message property, one entry is created where "key" is made of the
JMS_PROP_ prefix and property key.

IMS MAP_[map If the message is an instance of MapMessage, for each map entry, one entry is created

entry key] where "key" is made of the IMS_MAP__ prefix and map entry key. Vaues are converted
to String.

IMS TEXT If the message is an instance of TextMessage, this property contains content of the

message.

JMS MSG_CLASS

A class name of a message implementation

JMS MSG_CORREL

L EDH@NtoN 1D is either a provider-specific message ID or an application-specific String
value

JMS MSG_DESTIN

AITHED SDestination header field contains the destination to which the message is being
sent.

IJMS MSG_MESSA(

SHNCHPM essagel D is a String value that should function as a unique key for identifying
messages in a historical repository. The exact scope of uniqueness is provider-defined.
It should at least cover al messages for a specific installation of a provider, where an
installation is some connected set of message routers.

JMS MSG_REPLYT

@ destination to which areply to this message should be sent.

JMS MSG_TYPE

A message type identifier supplied by the client when the message was sent.

JMS MSG_DELIVE

Rivigl DBEzeryM ode val ue specified for this message.

JMS_MSG_EXPIRA

TTEAL me the message expires, which isthe sum of the time-to-live value specified by
the client and the GMT at the time of the send.

JMS MSG_PRIORIT

['Yhe IMS API defines ten levels of priority value (0 = lowest, 9 = highest). In addition,
clients should consider priorities 0-4 as gradations of normal priority and priorities 5-9
as gradations of expedited priority.

JMS MSG_REDELI

MERED this message is being redelivered.

JMS MSG_TIMEST|

AIVEtime a message was handed off to a provider to be sent. It is not the time the
message was actually transmitted, because the actual send may occur later due to

transactions or other client-side queueing of messages.

Note that all valuesin

the “Properties’ structure are stored as a String type — however they are numbers or text.

For backwards compatibility, all listed properties can also be accessed using lower-case keys, however, it is a

deprecated approach.

Table 32.5. "Data" elements

Key
JMS DATA_MSG

Description
An instance of javax.jms.Message.

JMS DATA_STREA

Mn instance of java.io.lnputStream. Accessible only for TextM essage, BytesM essage,
StreamM essage, ObjectMessage (only if a payload object is an instance of String).
Strings are encoded in UTF-8.

JMS DATA_TEXT

An instance of String. Only for TextM essage and ObjectM essage, where a payload
object is an instance of String.

JMS DATA_OBJEQ

TAn instance of java.lang.Object - message payload. Only for ObjectM essage.

The Data container is passed to a task that can use it, depending on its implementation. For example, the task

execute graph passes

it to the executed graph as dictionary entries.
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In a Cluster environment, you can explicitly specify node IDs, which can execute the task. However, if the data
payload is not seridizable and the receiving and executing node differ, an error will be thrown as the Cluster
cannot pass the data to the executing node.

Inside a graph or a jobflow, data passed as dictionary entries can be used in some component attributes. For
example, the File URL attribute would look like: " di ct : JIM5_DATA STREAM di scr et e" for reading the
data directly from the incoming JM S message using a proxy stream.

Note

If thegraphisexecuted on Worker, thedictionary entries must be serialized; otherwise, they cannot
be passed to the graph.

For backwards compatibility, all listed dictionary entries can also be accessed using lower-case keys; however,
it is a deprecated approach.
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Universal Event Listeners

Since 2.10

Universal Event Listeners allow you to write a piece of Groovy code that controls when an event is triggered,
subsequently executing a predefined task. The Groovy code is periodically executed and when it returns TRUE,
the task is executed.

Table 32.6. Attributes of Universal message task

Attribute Description

Node IDsto handle |InaCluster environment, each universal event listener has a Node | Ds attribute which
the event may be used to specify which cluster node performs the Groovy code. There are
following possibilities:

« Nofailover: Just one node ID specified - Only the specified node performsthe
Groovy code, however node status must be "ready". When the node isn't ready, the
codeisn't performed at all.

« Failover with node concurrency: No node ID specified (empty input) - All cluster
nodes with the status "ready" concurrently perform the Groovy code. So the codeis
executed on each node in the specified interval.

» Failover with nodereservation: More node | Ds specified (separated by a comma)
- Just one of the specified nodes performs the Groovy code. If the node fails for any
reason (or its statusisn't "ready"), any other "ready" node from the list continues with
periodical Groovy code processing.

In a standalone environment, the Node | Ds attribute is ignored.

Interval of check in | Periodicity of Groovy code execution.
seconds

Groovy code Groovy code that evaluates either to TRUE (execute the task) or FAL SE (no action). See
below for more details.

Groovy code

A piece of Groovy is repeatedly executed and evaluated; based on the result, the event is either triggered and the
task executed or no action is taken.

For example, you can continually check for essential data sources before starting agraph. Or, you can do complex

checks of arunning graph and, for example, decideto kill it if necessary. Y ou can even call the Clover DX Server
Core functions using the ServerFacade interface, see Javadoc: http://host:port/clover/javadoc/index.html

Evaluation Criteria

If the Groovy codereturnsBool ean. TRUE, the event istriggered and the associated task is executed. Otherwise,
nothing happens.

If the Groovy code throws an exception, it is considered a coding error and the event is NOT triggered. Thus,
exceptions should be properly handled in the Groovy code.
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Table 32.7. Variables accessible in Groovy code

Type Key Description

javauutil.Properties | properties| An empty container which may be filled with String-String key-value pairs
in your Groovy code. It is passed to the task which may use them somehow.
For example, the task execute graph passes these parameters to the executed
graph.

java.util.Map<String,| data An empty container which may be filled with String-Object key-value pairs

Object>

in your Groovy code. It is passed to the task which may use them somehow
according to itsimplementation - e.g. the task execute graph passesit to the
executed graph as dictionary entries. Note that it is not serializable, thus if
the task isrelying onit, it can be processed properly only on the same cluster
node.

javax.servlet.Servletd

mamkHCorlnM instance of ServletContext in which Clover DX Server isrunning.

com.cloveretl.server.apeﬁemﬁaaﬁmmstance of serverFacade usable for calling Clover DX Server core

features.

javalang.String

sessionTo

@#nsessionToken needed for calling methods on the serverFacade.

220




Chapter 32. Listeners

File Event Listeners (remote and local)

Local file-system changes: Since 1.3
Remote file-system changes: Since 4.2

File Event Listenersallow youto monitor changeson aspecificlocal file system path or remote URL —for example,
new files appearing in afolder — and react to such an event with a predefined task.

Y ou can either specify an exact file name or use awildcard or regexp, then set a checking interval in seconds and
define atask to process the event.

There is a global minimum check interval that you can change if necessary in the configuration
(the cl over.event.fileCheckM nlnterval property). See Chapter 15, List of Configuration

Properties (p. 82).

Create file event listener

CHECK LOCATION -
File system Local file system -
Path foptiunprocessedLogs

@ Resolved paths krychle-brmo: fopt/unprocessedLogs

Validate Accessibility Paste URL

Send email on chack failure @

FILE TO CHECK

Type of check File added -

Filename match type Wildcards filename match -

Filename pattern et

Check every 60 seconds
+ Trigger task when file has not changed for 3 checks (180
seconds) @

+ lgnore empty files

Trigger one task for multiple changed files @

TRIGGERED TASK

Task type Start a graph -
Nodes to process Any node One of selected nodes
Sandbox default = @

coue

Figure 32.6. Web GUI - creating a File Event listener
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Table 32.8. Parameters passed from the listener to the task

Parameter Description
EVENT_USERNAMIE he name of the user who caused the event.

EVENT_USER_ID | A numeric ID of the user who caused the event.

EVENT_FILE_NAMHE he name of the file (without the path or URL) that triggered the event. Present only
when Trigger onetask for multiple changed filesis disabled.

EVENT_FILE_PATHA resolved (without placeholders) path to the observed directory on the local filesystem.
Valid only for alocal file listener.

EVENT_FILE PATTEBERMNename pattern.

EVENT_FILE_EVENTh&WE of the file event. Possible values: SI ZE, CHANGE_TI ME, APPEARANCE,
DI SAPPEARANCE.

EVENT_FILE LISTENERDI® the listener which triggered the event.

EVENT_FILE_URL$Full URLsto accessthe files, e.g. in the File URL attribute of components. If
Trigger onetask for multiple changed filesis enabled and there are multiple
URLSs, they are separated by a separator specified by Clover DX Engine property
DEFAULT_PATH_ SEPARATOR REGEX.

EVENT_FILE_ AUTH_USERNAME
A username/ID to the remote location.

EVENT_FILE AUTH_USERNAME_URL_ENCODED
Thesame as EVENT_FI LE_AUTH_USERNAME, but the value is also URL encoded, so
it may beusedinaURL.

EVENT_FILE_AUTH_PASSWORD
a password/key to the remote location. It is encrypted by the master password.

EVENT_FILE_AUTH_PASSWORD_URL_ENCODED
Thesameas EVENT_FI LE_ AUTH PASSWORD, but the value is also URL encoded, so
it may beusedinaURL.

Cluster environment

In a Cluster environment, each file event listener has a Node | Ds attribute which may be used to specify which
cluster node will perform the checks onitslocal file system. There are following possibilities:

» Nofailover: Just onenodelD specified - Only the specified node observesthelocal/remotefilesystem; however,
the node status must be "ready"”. When the node isn't ready, the file system isn't checked at all.

To create a file event listener with no failover, select One of selected nodes in Initialize by and select one
node from the table below.

 Failover with node concurrency:: No node ID specified (empty input) - All cluster nodes with the status
"ready" concurrently check the local/remote filesystem according to file event listener attributes settings. In
this mode, when the listener is configured to observe the local filesystem, each cluster node observes its own
local file system. So it's useful only when the observed path is properly shared among the cluster nodes. It
may behave unpredictably otherwise. On the other hand, when the listener is configured to observe the remote
filesystem, listeners running on different cluster nodes may connect to the same remote resource. The nodes use
alocking mechanism when accessing the local or remote filesystem, so no conflict between listeners running
concurrently on different nodes can occur.

To create file event listener with node cuncurrency, select Any node in I nitialize by.

» Failover with node reservation: More node I1Ds specified (separated by comma) - Just one of the specified
nodes checks its filesystem. If the node fails for any reason (or its statusisn't “ready"), any other "ready" node
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from thelist continueswith checking. Please note, that when file event listener isre-initialized on another cluster
node, it compares the last directory content detected by the failed node with the current directory content.

To create afile event listener with node reservation, select One of selected nodes in Initialize by and select
more hodes.

In a standal one environment, the Node | Ds attribute is ignored.

Supported filesystems and protocols

Local filesystem

The user may specify apath to the directory which thelistener shall observe. The listener doesn't read the directory
content recursively. The directory must exist.

If the listener can run concurrently on more nodes, the directory must be shared among all these nodes and the
directory must exist on all these nodes. In a cluster environment, the directory must exist on each cluster node
where the listener may run.

It isrecommended to use placehol dersto unify the configuration on all nodes. The recommended placeholdersare:
Clover DX Server config property ${ sandboxes. hone} and VM system property ${j ava. i o. t npdi r}.
It is possible to use any VM system property or Environment variable.

CHECK LOCATION

File system Local file system -

Path ${sandboxes.home}/default/file.csv
0 Resolved path C:\Users\Jan\Desktop\CloverDX Server.5.0.0. Tomeat-
9.0.1O/sandboxes/default/file csv

Validate Accessibility Paste URL

Send email on check failure @
Figure 32.7. File available on local file system

Remote filesystem

The user may specify a URL to the directory which the listener shall observe. The supported protocols are: FTP,
S3, SFTPand SMB. Different protocols may use different authentication methods: none, username+password and
keystore. The listener doesn't read the directory content recursively. The directory must exist.

CHECK LOCATION

File system FTP -

Host 10.212.10.150

Port 21

Path /datalfile.csv

Username clover

Password ~ sesssssess

URL ftpiclover % @10.212.10.150:21/datafflle.csv

Figure 32.8. File available on remote location
Currently the subset of the protocols allowed by file-operations is supported:

» FTP - FileTransfer Protocol (no authentication or username+password authentication) URL example:
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ftp://host: 23/ observed/ pat h/

e SFTP (SSH/FTP) - SSH File Transfer Protocol (username+private key authentication) URL example:

sftp://host: 23/ observed/ pat h/

It is recommended to use placeholders to unify the path configuration on al nodes. The recommended
placeholders are: CloverDX Server config property ${sandboxes. hone}, VM system property
${user. hone}. Itispossible to use any VM system property or Environment variable.

* S3- Amazon S3 Storage (AWS Access Key ID + Secret Access Key authentication) URL example:

s3://s3. amazonaws. com bucket nane/ pat h/

Please specify the AWS Access Key ID as ausername and Secret Access Key as a password.

» Microsoft SMB/CIFS Protocol (usernamet+password authentication) URL example:

snb: // host/ pat h/

e Microsoft SMBv2/v3 Protocol (usernamet+password authentication) URL example:

snb2:// host/ pat h/

Observed file

Thelocal observed fileis specified by adirectory path and file name pattern.
The remote observed fileis specified by a URL, credentials and file name pattern.

The user may specify just one exact file name or file name pattern for observing more matching filesin specified
directory. If there are more changed files matching the pattern, separated event istriggered for each of thesefiles.

There are three ways how to specify file name pattern of observed file(s):

» Exact match (p. 224)
» Wildcards (p. 224)
* Regular expression (p. 225)

Exact match

Y ou specify the exact name of the observed file.

Wildcards
Y ou can use wildcards common in most operating systems (*, ?, etc.)

e * - Matches zero or more instances of any character

e ? - Matches one instance of any character

e [...] - Matchesany of characters enclosed by the brackets
» \ - Escape character

Examples
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e *_ csv - Matchesal CSV files

e i nput_*.csv - Matchesi.e. input_001.csv, input_9.csv

e i nput _?7?7?. csv - Matchesi.e. input_001.csv, but does not match input_9.csv

Regular expression

Examples

o (.*?2)\.(jpgl]jpeg|png|gif)$-Machesimagefiles

Notes

* Itisstrongly recommended to use absolute paths with placeholders. It is possible to use arelative path, but the
working directory depends on an application server.

» Use forward dashes as file separators, even on MS Windows. Backslashes might be evaluated as escape
sequences.

File Events

For each listener you have to specify event type, which you are interested in.

Please note that since Clover ETL 4.2, the grouping mode may be enabled for the file listener, so all file changes
detected by asingle check produce just one 'grouped' file event. Otherwise each single file producesits own event.

There are four types of file events:

File added (p. 225)
File removed (p. 225)

File size changed (p. 225)
File timestamp changed (p. 225)

File added

Event of this type occurs, when the observed fileis created or copied from another location between two checks.
Please keep in mind that event of this type occurs immediately when a new file is detected, regardless if it
is complete or not. Thus task which may need a complete file is executed when the file is still incomplete.
Recommended approach isto savethefileto adifferent location and when it iscomplete, renameit or moveit to an
observed location where Clover DX Server may detect it. File moving/renaming should be an atomic operation.

An event of this type does not occur when the file has been updated (change of timestamp or size) between two

checks. Appearance means that the file didn't exist during the previous check and it exists now, during the current
check.

File removed
Event of thistype occurs, when observed fileis deleted or moved to another location between two checks.

File size changed

Event of this type occurs when the size of the observed file has changed between two checks. Event of this type
is never produced when the fileis created or removed. The file must exist during both checks.

File timestamp changed

Event of this type occurs, when timestamp of the observed file has changed between two checks. Event of this
typeis never produced when thefileis created or removed. The file must exist during both checks.
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Check Interval, Task and Use Cases

» The user may specify the minimum time interval between two checks. Use the Check every field to specify
the interval in seconds.

» Each listener defines a task which will be processed as a reaction to the file event. All task types and theirs
attributes are described in the Scheduling (p. 193) and Graph Event Listeners (p. 206) sections.

» Graph Execution when afile with input datais accessible.
» Graph Execution when afile with input data is updated.

» Graph Execution when afile with generated data is removed and must be recreated.

How to use source of event during task processing

A file(s) which caused the event (considered as a source of the event) may be used during task processing.
Clover DX graph/jobflow componentswith the File URL attribute (e.g. reader or writer components) may directly
use an event source by parameter placeholder: ${ EVENT _FI LE_URLS} . For another parameters, see Executed
by Task Graph Execution by File Event Listener (p. 170).

Notethat previousversions used lower-case placehol ders. Since version 3.3, placehol ders are upper-case, however
lower-case still work for backward compatibility.

For graph execution task this works only if the graph is not pooled. Thuskeep i n pool interval must
be set to 0 (default value).

Delayed triggering for incomplete files

It is possible to delay task execution for incomplete files. This is useful in cases when the condition to execute
the listener's task has been met, but there is still some work that needs to be done on the file, e.g. the whole file
needs to be uploaded.

Ignore empty files

If the process creating the file creates an empty file, then switch to different task for several minutes or even hours
and finally writes the content, tick 1gnore empty files checkbox. The task will be triggered only if a non-empty
file appears.

Trigger task when file has not changed for n checks

If thefile size Slowly rises until the file is complete, tick the checkbox Trigger task when file has not changed.
Then specify the number of additional file size checks that are to be performed on the file. The listener's task will
not be triggered until the checks are performed and the fil€'s size stays the same between these checks.

Combination
If you use Ignore empty filesand Trigger task when file has not changed for n checks together, the first one

filters out empty files and the latter one the files that are being changed. The task will be triggered only on files
that are not empty and that have not changed for the specified number of checks.

Howtos

Create afile event listener listening to changes on local file system (p. 227)
Observefile from one cluster node (p. 227)

Quickly setup failure notification (p. 227)

Quickly enable or disable file event listener (p. 228)
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Create a file event listener listening to changes on local file system

This howto shows a way to create a new listener checking appearance of afile (new_i nvoi ces. txt) ona
local file system (/ mt / sdb2/ ). The appearance will trigger agraph (gr aph/ checkl nvoi ces. grf) from
the I nvoicesPr ocessing sandbox.

In Event Listeners — File Event Listeners, click New Listener.
Enter the Name of the listener, e.g. Invoices.

Enter the Path to the directory where files will appear: / mt / sdb2. Y ou can check that Clover DX can access
this directory (the directory exists and permissions are set up properly) with the Validate Accesibility button.

If the observed directory becomes inaccessible, Clover DX Server can send you an email. To do so, tick Send
email on check failure and enter recipient(s).

The event should be triggered on file appearance - set Type of check to File added.
Enter thefile namenew i nvoi ces. t xt to Filename pattern.

If thefileis created empty, but the content is written after some time, tick I gnore empty files. Doing so, the task
will be executed after the file contains some data

If it takes along time to copy the whole file to the observed position, the Clover DX Server can perform severa
check to ensure that thefile to processis not to be changed. Tick Trigger task when file hasnot changed for and
enter the number of checks. If youtick I gnor e empty files, this checkswill be performed after thefileisnot empty.

Choose Sandbox with the graph (I nvoicesPr ocessing) and the graph (graph/checklnvoices.grf).

To save the changes, click on the Create button.

Observe file from one cluster node
Create the listener in the same way as on the Server.
Switch I nitialize by to One of selected nodes.

Add the particular node(s) from Available nodes to Selected nodes.

Quickly setup failure notification

To create a notification for when the file event listener fails, check the Send email on check failure option. and
enter email addresses separated by commas.

+ Send email on check failure @

john.doe@email.com, jane.dos@email

The entered email addresses are remembered and pre-filled the next time the button is pressed. If the popup is
closed with invalid email addresses entered, the field is cleared.

When creating the notification, a Task Failure Listener is created with an email task listening to the selected File
Event Listener. Thefirst entered email address will be used as the Reply-to(Sender) address. The subject and body
of the email is as predefined by the Task Failure template. The trigger limit is set to 5.

Editing failure notification

If thereisa Task Failure Listener listening to given File Event Listener then instead of the Create Notification
button aNotification Detail button is displayed. Thisbutton redirectsto the Task Failure Listener page and shows
the details of the Task Failure Listener listening to the File Event Listener. If more than one Task Failure Listeners
are listening to the File Event Listener, then the details of the first oneis shown.
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Quickly enable or disable file event listener

In Event Listeners — File Event Listeners, there is a table with event listeners. In this table, click the icon in
the Enabled column.

Pasting URL
Thewhole URL including user name and password can be pasted at once. Click Paste URL and paste the string.

If the name or password in URL contain special characters, e.g. +, the specia characters should be encoded:
ftp://anonynous:test ¥%2B@xanpl e.comdir/file.txt

Note: use encoding accepted by thej ava. net . URLDecoder . decode() function.
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Task Failure Listeners

Task Choice (p. 229)
Task Failed E-mail Template (p. 230)

Since 4.4

Task Failure Listeners allow you to detect and react to failures in your server when atask you set up in alistener
fails to execute, e.g. a File Listener is set up to detect changes on an FTP server, but it fails to connect to the
FTP server.

Task Failure Listeners do not detect failures of the task itself, e.g. a File Listener is set up to detect changes on
an FTP server and send an email if the change is detected. If the File Listener fails to send the email for some
reason, the Task Failure Listener won't detect it.

The sametasksto be executed are avail able aswith all the other listeners, the differenceisthat when creating anew
Task Failure Listener the pre-selected task is Sending an email if the email serviceisconfigured in Configuration.

Create task event listener

© Task failure listeners allow you to detect and react to failures of a listener's check, e.g. when
a file listener is set up to detect changes on an FTP server, but it fails to connect to the FTP
server.

Name TaskFailureListener
Owner clover =

+ Enabled
LISTENER TO CHECK
Listener type File Event Listener -
Listener FileEventListener -

Listens to: File

Trigger limit 5

TRIGGERED TASK

Task type Start a graph -

Nodes to process Any node One of selected nodes

Sandbox default =

Graph graphigraphMergeData.grf -

+ Save execution history @

Parameters = (+]

o

Figure 32.9. Web GUI - creating a Task Failure listener

Task Choice

There are three options to choose from: Listening to any task failure, listening to failures from a group (such as
File Event Listeners) or listening to afailure of a chosen listener.

Selecting an option from the Listen to type menu restricts the Listen to combobox to event sources of the chosen
category. If there are no event sources in the category, the Failure Listener can till be created, it will react to
failures of tasksthat will be created in that category.
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When selecting an event source, you can type into the text field to filter the dropdown menu. After selecting an
event source, some information is presented about the listener.

When sending an email, you can use the 'task failed' template by selecting it from the E-mail template dropdown
menul.

Task Failed E-mail Template

The default email template may be modified using placehol ders described in Placeholders (p. 174) and parameters
in Table 32.9, “Parameters usable in task failure email templaté (p. 230). Furthermore, some additional
parameters can be used if thefailed listener isaFile Event Listener, see Table 32.10, “File Event Listener specific
parameters usable in task failure email template” (p. 230).

Table 32.9. Parameters usable in task failure email template

Parameter Description

TASK_LISTENER_ID The ID of thefailed listener.

TASK_LISTENER_NAMIEThe name of the failed listener.
TASK_LISTENER_TYPE
TASK_LISTENER_TYPE
TASK_LISTENER_OWN

Thetype of the failed listener.
| TEeTIl name of the failed listener's type.
FRheJSER Afvie failed listener.

Table 32.10. File Event Listener specific parameters usable in task failure email template

Par ameter Description

FILE_EVENT_LISTENER

 THié& gatRAJ the observed directory.

FILE_EVENT_LISTENER

 THi¢ il REM @@ B RURf the observed directory.

FILE_EVENT_LISTENER

 THi¢ £ edadvbipaRarn IAERM il es the listener observes.

FILE_EVENT_LISTENER

 THi¢ &y pEldECecH e stener performs.

FILE_EVENT_LISTENER

 THid EstieharTsTHeffartieEmatch type.

FILE_EVENT_LISTENER

 THi& HoNEIDIS of nodes the listener can be intitalized by.
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Add external libraries to app-server classpath

Connections (JDBC/IJMS) may require third-party libraries. We strongly recommend adding these libraries to the
app-server classpath.

CloverDX adlows you to specify these libraries directly in a graph definition so that CloverDX
can load these libraries dynamically. However, external libraries may cause memory leak, resulting in
java. |l ang. Qut O MenoryError: Pernfen space, inthiscase.

In addition, app-servers should have the IMS API on their classpath — and the third-party libraries often bundle
this APl aswell. So it may result in classloading conflictsif these libraries are not loaded by the same classloader.

Another graphs executed by RunGraph component may be
executed only in the same JVM instance

In the server environment, all graphs are executed in the same VM instance. The attribute same instance of the
RunGraph component cannot be set to false.
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Since3.1.2

The Clover DX Server can use external engine plugins loaded from a specified source. The sourceis specified by
engi ne. pl ugi ns. addi ti onal . sr c config property.

See detail s about the possibilities with Clover DX configurationin Part 111, “ Configuration” (p. 47)

This property must be the absolute path to the directory or zip filewith additional Clover DX engine plugins. Both
thedirectory and zip file must contain asubdirectory for each plugin. These plugins are not asubstitute for plugins
packed in aWAR file. Changes in the directory or the ZIP file apply only when the Server isrestarted.

Each plugin hasits own class-loader that uses a parent-first strategy by default. The parent of plugins classloaders
isweb-app class oader (content of [WAR]/WEB-INF/lib). If the plugin uses any third-party libraries, there may be
some conflict with libraries on the parent-classl oaders classpath. These are common exceptions/errors suggesting
that there is something wrong with classloading:

* javalang.ClassCastException

* javalang.ClassNotFoundException
» javalang.NoClassDefFoundError
* javalang.LinkageError

There are sevral ways you can get rid of such conflicts:

» Remove your conflicting third-party libraries and use libraries on parent classloaders (web-app or app-server
classloaders)

» Useadifferent class-loading strategy for your plugin.

* In the plugin descriptor pl ugi n. xm , set attribute gr eedyCl assLoader ="t rue" in the element
pl ugi n

« It meansthat the plugin classloader will use a self-first strategy
» Set aninverse class-loading strategy for selected Java packages.
 Inthe plugin descriptor pl ugi n. xm , set attribute excl udedPackages in the element pl ugi n.

e It is a comma-separated list of package prefixes - for example:
excl udedPackages="sone. j ava. package, sone. anot her . package"

 In the previous example, al classes from sone. j ava. package, sone. anot her. package and all
their sub-packages would be loaded with the inverse loading strategy, then the rest of classes on the plugins

classpath.

The suggestions above may be combined. Finding the best solution for these conflicts may depend on the libraries
on app-server classpath.

For more convenient debugging, it is useful to set a TRACE log level for related class-loaders.

<l ogger nane="org.jetel.util.classl oader. G eedyURLO assLoader" >
<l evel value="trace"/>

</ | ogger >

<l ogger nane="org.jetel.plugin.Plugind assLoader">
<l evel value="trace"/>

</ | ogger >

See Chapter 17, Logging (p. 104) for details about overriding a server logdj configuration.
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Graph hangs and is un-killable

A graph can sometimes hang and be un-killable if some network connection in it hangs. Set a shorter t cp-
keepal i ve sothat the connection times out earlier. The default value on Linux is 2 hours (7,200 seconds). Y ou
can set it to 10 minutes (600 seconds).

See Using TCP keepalive under Linux.

Thefile descriptor can be closed manually using gdb. See How to closefile descriptor via Linux shell command.

SSL/TLS Issues

SSL-related Failures on WebLogic 12

Certain graphs using SSL-encrypted connections may fail on WebL ogic 12 due to damaged library distributed
with this application server. Theissue can beidentified by a SHA-1 digest error in the graph execution stacktrace:

Caused by: java.io.lOException: Could not convert socket to TLS

at com sun. mai | . pop3. Prot ocol . stl s(Protocol .java: 659)

at com sun. mai | . pop3. POP3St or e. get Port ( POP3St or e. j ava: 269)

at com sun. mai | . pop3. POP3St or e. pr ot ocol Connect (POP3St or e. j ava: 207)
Caused by: javax.net.ssl.SSLException: java.lang. SecurityException:

SHA1 digest error for org/bouncycastle/jce/provider/JCEECPublicKey. cl ass

To fix the issue, replace the library [ MWV HOVE]/ oracl e_conmon/ nodul es/ becprov-
j dk16- 1. 45. j ar with the one downloaded directly from Bouncy Castle home page. Restart the application
server to load the new library.

Graph run in Worker is Slow

It may be caused by slow data storage. Usevnst at , eg. virst at 1 30. If you see high values under i o/bi
or i o/bo columns, it might be that case. Another tool to confirm or disconfirm slow data storage as possible
causeisi ot op.
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Chapter 36. Simple HTTP API

The Simple HTTP API isabasic Server automation tool that |ets you control the Server from external applications
usingsimple HTTP calls.

Most of operations is accessible using the HTTP GET method and return plain text. Thus, both r equest and
response can be conveniently sent and parsed using very simple tools (wget, grep, €tc.).

If global security is on (on by default), the Basic HTTP authentication is used. Authenticated operations will
require valid user credential s with corresponding permissions.

Notethat the Graph-related operationsgr aph_r un,gr aph_st at us andgr aph_ki | | asowork for jobflows
and Data Profiler jobs.

The generic pattern for arequest URL :

http://[domain]:[port]/[context]/[servlet]/[operation]?[parandl]=[val uel] & paran®] =[ val ue2] ...

example: htt p: / /1 ocal host: 8080/ cl over/ si npl eHt t pApi / hel p

Note
v

For backward compatibility, you can aso wuse http://Iocal host: 8080/
cl over/request _processor/ hel p.

CSRF Protection

The Simple HTTP API provides protection against Cross-Site Request Forgery (CSRF) attacks. An example of
such an attack is a case where the user is logged into the Server Console, and an attacker sends him alink to the
Simple HTTP API such that it runs a graph. Clicking on such a link would call the Simple HTTP API and re-
use the session of the logged-in user. There are also more complex variants of the attack that are harder to detect
by the user.

The protection against such an attack isthat the Simple HTTP API requires the presence of the X- Request ed-
By header in the HTTP request. Value of the header can be arbitrary (it is not checked). Such a header cannot be
set by CSRF attack vectors, i.e. by clicking on alink in an email.

Examples of calling the APl with the X- Request ed- By header:

curl --header "X-Requested-By: arbitrary_value" http://user:password@ostnane: port/cl over/sinpl eH t pApi/graph_run

wget --header "X-Requested-By: arbitrary_val ue" --user=$USER - - passwor d=$PASS - O ./ $OUTPUT_FI LE $REQUEST_URL

The CSRF protection of Simple HTTP APl can be disabled via the security.csrf.protection.enabled (p. 85)
configuration property. It is enabled by default. If the protection is disabled, it is not necessary to set the X-
Request ed- By header.

The Server Consol€e's page for testing the Simple HTTP API uses a different CSRF protection mechanism. The
requests contain acsr f t oken parameter. Thisisintended for usage only in the testing page.

List of Operations

» Operation help (p. 236)
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» Operation graph_run (p. 236)

» Operation graph_status (p. 237)

* Operation graph_kill (p. 238)

» Operation server_jobs (p. 239)

» Operation sandbox_list (p. 239)

* Operation sandbox_content (p. 239)

* Operation executions history (p. 239)
 Operation suspend (p. 241)

* Operation resume (p. 241)

* Operation sandbox_cresate (p. 242)

» Operation sandbox_add location (p. 242)
* Operation sandbox_remove location (p. 242)
¢ Operation download_sandbox_zip (p. 243)
» Operation upload sandbox_zip (p. 243)

* Operation cluster status (p. 244)

* Operation export_server_config (p. 244)

» Operation import_server_config (p. 245)

TheHTTP API isenabled by default. Y ou can disable it with the configuration property ht t p. api . enabl ed.
In the Server GUI, switch to Configuration — Setup and add the following line

http. api . enabl ed=f al se

to the propertiesfile.

Operation help

parameters

no

returns

alist of possible operations and parameters with its descriptions

example

http://1 ocal host: 8080/ cl over/si npl eHt t pApi / hel p

Operation graph_run

Call this operation to start an execution of the specified job. The operation is called graph _run for backward
compatibility, however it may execute a graph, jobflow or profiler job.

parameters
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Table 36.1. Parameters of graph_run

Name Mandatory Default Description

graphiD yes - A file path to the job file, relative to the sandbox root.

sandbox yes - Text ID of sandbox.

additional job no Any URL parameter with the par am_ prefix is passed
parameters to the executed job and may be used in transformation

XML as aplaceholder, but without the par am_ prefix. e.g.

par am FI LE_NAME specified in URL may be used in the XML
as${ FI LE_NAME} . These parameters are resolved only during
loading of XML, so it cannot be pooled.

additional config no URL parameters prefixed with conf i g_ can set some of the
parameters execution parameters. For graphs, the following parameters are
supported:

e config_ski pCheckConfig-whensettof al se, graph
configuration will be checked before the execution.

e config | ogLevel -logleve of the executed graph, one
of OFF, FATAL, ERROR, WARN, INFO, DEBUG, TRACE,
ALL.

e config _cl ear Gbsol et eTenpFi | es - when set to
t r ue, temp files of previous runs of this graph will be deleted
before the execution.

e confi g_debugMde - whensettot r ue, debug mode for
agiven graph will be enabled. For more information, see Job

Config Properties (p. 151).
nodel D no - In cluster mode, it isthe ID of anode which should execute the

job. However it isnot final. If the graph is distributed or the node
is disconnected, the graph may be executed on another node.

verbose no MESSAGH MESSAGE | FULL - how verbose should possible error message
be.

returns
run ID: incremental number, which identifies each execution request

example

http://1 ocal host: 8080/ cl over/si npl eHt t pApi / gr aph_r un?gr aphl D=gr aph/ gr aphDBExecut e. gr f &andbox=nva

Operation graph_status

Call thisoperation to obtain astatus of aspecified job execution. The operationiscalled graph_status for backward
compatibility; however, it may return status of a graph or jobflow.

parameters
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Table 36.2. Parameters of graph_status

Name Mandatory Default Description

runiD yes - Id of each graph execution

returnType no STATUS| STATUS| STATUS TEXT | DESCRIPTION |
DESCRIPTION_XML

waitForStatus no - Status code which we want to wait for. If it is specified, this

operation will wait until the graph isin the required status.

waitTimeout no 0 If wai t For St at us is specified, it will wait only for the
specified amount of milliseconds. Default O means forever, but

it depends on an application server configuration. When the
specified timeout expires and graph run still isn't in arequired
status, the server returns code 408 (Request Timeout). 408 code
may be a so returned by an application server if its HT TP request
timeout expires before.

verbose no MESSAGH MESSAGE | FULL - how verbose should possible error message
be.

returns

Status of a specified graph. It may be a number code, text code or a complex description in dependence on
the optional parameter r et ur nType. Description is returned as a plain text with a pipe as a separator, or
as XML. A schema describing XML format of the XML response is accessible on CloverDX Server URL:
http://[host]:[port]/clover/schemas/ executi ons. xsd Dependingonthewai t For St at us
parameter, it may return aresult immediately or wait for a specified status.

example

http://1 ocal host: 8080/ cl over/si npl eHt t pApi / gr aph_status ->
-> ?runl D=123456&r et ur nType=DESCRI PTI ON&wai t For St at us=FI NI SHED&wai t Ti meout =60000

Operation graph_kill

Call this operation to abort/kill a job execution. The operation is called graph_kill for backward compatibility,
however it may abort/kill agraph, jobflow or profiler job.

parameters

Table 36.3. Parameters of graph_Kkill

Name Mandatory Default Description

runiD yes - The ID of each graph execution

returnType no STATUS|STATUS| STATUS _TEXT | DESCRIPTION

verbose o MESSAGH ;\)/IeESSAGE | FULL - how verbose should possible error message
returns

The status of the specified graph after an attempt to kill it. It may be a number code, text code or a complex
description in dependence on optional parameter.

example

http://1 ocal host: 8080/ cl over/ si npl eHt t pApi / gr aph_ki I | ?runl D=123456&r et ur nType=DESCRI PTI ON
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Operation server_jobs
parameters

no

returns

alist of runlDs of currently running jobs.

example

http://1 ocal host: 8080/ cl over/ si npl eHt t pApi / server _j obs

Operation sandbox_list

parameters

no

returns

List of all sandbox text IDs. In the next versions, it will return only accessible ones.

example

http://1 ocal host: 8080/ cl over/ si npl eHt t pApi / sandbox_1| i st

Operation sandbox_content

parameters

Table 36.4. Parameters of sandbox_content

Name Mandatory Default Description
sandbox yes - text ID of sandbox
verbose o MESSAGH g/IeESSAGE | FULL - how verbose should possible error message

returns

A list of all elementsin the specified sandbox. Each element may be specified as afile path relative to the sandbox
root.

example

http://1 ocal host: 8080/ cl over/si npl eHt t pApi / sandbox_cont ent ?sandbox=nva

Operation executions_history

parameters
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Table 36.5. Parameters of executions_history

Name Mandatory Default Description
sandbox yes - Thetext ID of a sandbox.
from no Lower datetime limit of start of execution. The operation will
return only records after (and equal to) this datetime. Format:
"yyyy-MM-dd HH:mm" (must be URL encoded).
to no The upper datetime limit of start of execution. The operation will
return only records before (and equal to) this datetime. Format:
"yyyy-MM-dd HH:mm" (must be URL encoded).
stopFrom no The lower datetime limit of stop of execution. The operation will
return only records after (and equal to) this datetime. Format:
"yyyy-MM-dd HH:mm" (must be URL encoded).
stopTo no The upper datetime limit of stop of execution. The operation will
return only records before (and equal to) this datetime. Format:
"yyyy-MM-dd HH:mm" (must be URL encoded).
status no Current execution status. The operation will return only records
with specified STATUS. The values are RUNNI NG| ABORTED |
FI NI SHED OK | ERROR
sandbox no Sandbox code. The operation will return only records for graphs
from a specified sandbox.
graphid no Thetext I1d, which is unique in a specified sandbox. The file path
isrelative to the sandbox root.
orderBy no An attribute for list ordering. Possiblevalues: i d | gr aphl d
|status |startTime|stopTi ne. By default, thereisno
ordering.
orderDescend no true | A switch which specifies ascending or descending ordering. If
true (default), ordering is descending.
returnType no IDs |Possiblevaluesare: | Ds | DESCRI PTI ON|
DESCRI PTI ON_XM.
index no 0 an index of thefirst returned records in awhole record set.
(starting from
records no infinite | The maximum amount of returned records.
verbose no MESSAGH MESSAGE | FULL - how verbose should possible error message
be.
returns

List of executions according to filter criteria.

Forr et ur nType==I Ds returnsasimplelist of runiDs (with new line delimiter).

For r et ur nType==DESCRI PTI ON returns complex response which describes current status of selected

executions, their phases, nodes and ports.

execution|[runl D] |[status]|[usernane]|[sandbox]|[graphl D] |[startedDatetine]|[finishedDatetine]]|][cl

phase| [i ndex] | [execTi mel nM | i s]

node| [ nodel D] | [status]|[total CouTine] |[total UserTi me] | [ cpuUsage] | [ peakCpuUsage] | [ user Usage] | [ peakU

port|[portType] | [i ndex]|[avgBytes]|[avgRows] | [ peakBytes]|[peakRows]|[total Bytes]|[total Rows]

ust er Node] | [ grap

ker Usage]

example of request

http://1 ocal host: 8080/ cl over/ si npl eHt t pApi / executions_hi story ->
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-> ?fronF&to=2008-09-16+16@8A40&status=&sandb0x=def&graphlD=&'ndex=&records=&returnTypr=DESCRIPTICN

example of DESCRIPTION (plain text) response

execution| 13108| FI Nl SHED_OK| cl over | def | t est. grf| 2008-09- 16 11: 11: 19| 2008-09-16 11:11: 58| nodeA| 2. 4
phase| 0] 38733

node| DATA_GENERATOR1| FI Nl SHED_CK| 0| 0| 0. 0| 0. 0] 0. 0| 0. 0

port| Qut put| 0] O] O] O] O] 130] 10

node| TRASHO| FI NI SHED_CK| 0| 0] 0. 0] 0. 0] 0. 0| 0. 0

port| | nput| 0] 0] O] 5] O] 130] 10

node| SPEED LI M TERO| FI Nl SHED_CK| 0| 0| 0. 0| 0. 0] 0. 0] 0. 0

port| I nput| 0] 0] O] O] O] 130] 10

port| Qut put| 0] O] O] 5| 0] 130] 10

execution| 13107| ABORTED| cl over | def|test. grf|2008-09-16 11:11:19|2008-09-16 11:11: 30
phase| 0| 11133

node| DATA_GENERATOR1| FI NI SHED_OK| 0] 0] 0. 0] 0. 0] 0. 0] 0. 0

port| Qut put| 0] O] O] O] O] 130] 10

node| TRASHO| RUNNI NG 0] 0] 0. 0] 0. 0] 0. 0] 0. O

port| I nput| 0| 5| 0] 5] 0| 52| 4

node| SPEED_LI M TERO| RUNNI N§ 0] 0] 0. 0] 0. 0] 0. 0| 0. 0

port| I nput| 0| 0| O] O] O] 130] 10

port| Qut put| 0] 5] 0] 5] 0] 52| 4

For r et ur nType==DESCRI PTI ON_XM_ returns a complex data structure describing one or more selected
executionsin XML format. A schema describing XML format of the XML response is accessible on Clover DX
Server URL: http://[host]:[port]/clover/schemas/executions.xsd

Operation suspend

Suspends the Server or sandbox (if specified). No graphs may be executed on suspended Server/sandbox.
parameters

Table 36.6. Parameters of suspend

Name Mandatory Default Description

sandbox no - Thetext ID of asandbox to suspend. If not specified, it suspends
the whole Server.

atonce no If this param is set to true, running graphs from suspended Server
(or just from sandbox) are aborted. Otherwise it can run until itis
finished in standard way.

returns

Result message

Operation resume

parameters

Table 36.7. Parameters of resume

Name Mandatory Default Description
sandbox no - The text Id of asandbox to resume. If not specified, the Server
will be resumed.
verbose no MESSAGH MESSAGE | FULL - how verbose should the possible error
message be.
returns
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Result message

Operation sandbox_create

Thisoperation creates aspecified sandbox. If it isasandbox of "partitioned” or "local" type, it also creates|ocations
by "sandbox_add_location" operation.

parameters

Table 36.8. Parameters of sandbox create

Name Mandatory Default Description
sandbox yes - Thetext ID of asandbox to be created.
path no - A path to the sandbox root if the Server isrunning in a standalone
mode.
type no shared | Sandbox type: shared | partitioned | local. For a standalone Server
may be |eft empty, since the default "shared" is used.
createDirs no true | Switch whether to create a directory structure of the sandbox
(only for a standalone Server or "shared" sandboxes in a cluster
environment).
verbose no MESSAGH MESSAGE | FULL - how verbose should possible error message
be.
returns
Result message

Operation sandbox_add _location
This operation adds a location to the specified sandbox. Can be only used with partitioned or local sandboxes.
parameters

Table 36.9. Parameters of sandbox add location

Name Mandatory Default Description
sandbox yes - A sandbox which we want to add alocation to.
nodeld yes - A location attribute - a node which has direct access to the
location.
path yes - A location attribute - a path to the location root on the specified
node.
location no - A location attribute - alocation storage ID. If not specified, a new
one will be generated.
verbose no MESSAGH MESSAGE | FULL - how verbose should possible error message
be.
returns
Result message

Operation sandbox_remove_location

This operation removes a location from the specified sandbox. Only sandboxes of the partitioned or local type
can have locations asociated.
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Table 36.10. Parameters of sandbox add location

Name Mandatory Default Description
sandbox yes - Removes a specified location from its sandbox.
location yes - A location storage ID. If the specified location isn't attached to
the specified sandbox, the sandbox won't be changed.
verbose no MESSAGH MESSAGE | FULL - how verbose should possible error message
be.
returns
Result message

Operation download_sandbox_zip

This operation downloads the content of a specified sandbox as a ZIP archive.

parameters

Table 36.11. Parameters

Name Mandatory Default Description
sandbox yes - A code of the sandbox to be downl oaded.
returns

a content of a specified sandbox asa ZIP archive

example

wget --http-user=usernane

--http-passwor d=password http://|ocal host: 8080/ cl over/si npl eHt t pApi / dow

nl oad_sandbox_zi

Operation upload_sandbox_zip

This operation uploads the content of a ZIP archive into a specified sandbox.

parameters

Table 36.12. Parameters

Name Mandatory Default Description

sandbox yes - A code of the sandbox the ZIP file will be expanded to.

ZipFile yes - The ZIP archivefile.

overwriteExisting no false |[Iftrue,thefilesalready present in the sandbox will be
overwritten.

deleteMissing no false |[Iftrue,thefilesnot presentinthe ZIP file will be deleted from
the sandbox.

fileNameEncoding no UTF-8 | The encoding that was used to store file namesin the ZIP archive.

returns

Result message
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an example of request (with using curl CLI tool (http://curl.haxx.se/))

curl -u usernane: password -F "overwiteExisting=true"
-F "zi pFil e=@t np/ ny- sandbox. zi p"
http://1 ocal host: 8080/ cl over/si npl eHt t pApi / upl oad_sandbox_zi p

Operation cluster_status

This operation displays cluster's nodes list.

parameters

no

returns

A list of Cluster nodes with information in the following format:

<Node Name>| <Node HTTP URL>| <System Load Aver age>| <Node St at us>

example

nodeOl| http:/ /| ocal host: 8083/ cl over| 0. 3| READY

Note: Thevalue of system load averageis calculated from the minute preceding the call. If it cannot be obtained, a
negative valueisreturned (may be caused by the cal culation's unacceptabl e performance impact or lack of support
by operating system).

Operation export_server_config
This operation exports a current server configuration in XML format.
parameters

Table 36.13. Parameters of server configuration export

Name Mandatory Default Description

include no al Selection of itemsthat will be included in the exported XML file;
the parameter may be specified multiple times. Possible values
are:
e al | -includeitemsof all types

e users -includealist of users

e user G oups -includealist of user groups

* sandboxes - include alist of sandboxes

e jobConfi gs -includealist of job configuration parameters
* schedul es -includealist of schedules

e event Li st ener s -include alist of event listeners

¢ | aunchSer vi ces - include alist of launch services
(deprecated)

e tenpSpaces - include alist of temporary spaces
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Current server configuration as an XML file.

example

wget --http-user=user nane

--http-passwor d=password http://|ocal host: 8080/ cl over/si npl eHt t pApi / expo

rt_server_config

Operation import_server_config

This operation imports server configuration.

parameters

Table 36.14. Parameters of server configuration import

Name Mandatory Default

xmlFile yes

Description
An XML file with server's configuration.

dryRun no

true

If t rue, adry runis performed with no actual changes written.

verbose no

IMESSAGH

MESSAGE | FULL - how verbose should the response be:
MESSAGE for asimple message, FULL for afull XML report.

newOnly no

fase

If t r ue only new itemswill be imported to the Server; the items
aready present on the Server will be left untouched.

include no

all

Selection of items that will be imported from the XML ; the
parameter may be specified multiple times. Possible values are:

e al | -importitemsof al types

e users -import users

« user G oups - import user groups

« sandboxes - import sandboxes

* j obConfi gs - import job configuration parameters

e schedul es - import schedules

e event Li st ener s - import listeners

e [ aunchSer vi ces - import launch services (deprecated)

 t enpSpaces - import temporary spaces

returns

Result message or XML report

an example of request (with using curl CLI tool (http://curl.haxx.se/))

curl -u usernane: password -F "dryRun=true" -F "verbose=FULL"
-F "xm File=@t np/ cl over _configuration_2013-07-10_14- 03- 23+0200. xm "
http://1 ocal host: 8080/ cl over/si npl eHtt pApi /i nport _server_config
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The Clover DX Server IMX mBean isan API that can be used for monitoring the internal status of the Server.

MBean is registered with the name:

com cl overetl.server. api.jnx: nane=cl over Ser ver JnxMBean

JMX Configuration

Application's IMX MBeans aren't accessible outside of VM by default. It needs some changesin an application
server configuration to make IM X Beans accessible.

This section describes how to configure a IMX Connector for development and testing. Thus authentication may
be disabled. For production deployment, authentication should be enabled. For more information, see for example
Password Authentication

Configurations and possible problems:

» How to configure IMX on Apache Tomcat (p. 246)
» How to Configure IMX on WebSphere (p. 247)

» How to Configure IMX on Worker (p. 248)

* Possible Problems (p. 248)

How to configure JMX on Apache Tomcat

Tomcat's VM must be executed with these parameters:

1. - Dcom sun. managenent . j mxr enot e=t r ue

2. -Dcom sun. nanagenent . j nxr enot e. port =8686

3. - Dcom sun. nanagenent . j nxr enot e. ssl =f al se

4. - Dcom sun. managenent . j nxr enot e. aut hent i cat e=f al se

5. -Djava.rm . server. host nanme=your. server.domai n (necessary only for renote
JMX connecti ons)

On UNIX like OS set environment variable CATALINA_OPTSi.e. like this:

export CATALI NA_OPTS="-Dcom sun. managenent . j nxr enot e=t r ue
- Dcom sun. managenent . j nxr enot e. por t =8686
- Dcom sun. managenent . j nxr enot e. ssl =f al se
- Dcom sun. managenent . j nxr enot e. aut henti cat e=f al se
-Djava.rm . server. host nanme=your. server. donai n. cont

File TOMCAT _HQOVE/ bi n/ set env. sh (if it does not exist, you may create it) or TOMCAT _HOVE/ bi n/
catal i na. sh

On Windows each parameter must be set separately:

set CATALI NA_OPTS=- Dcom sun. managenent . j nxr enot e=t r ue
set CATALI NA_OPTS=%CATALI NA_OPTS% - Dcom sun. managenent . j nxr enot e. por t =8686
set CATALI NA OPTS=%CATALI NA_OPTS% - Dcom sun. nanagenent . j nxr enot e. aut henti cat e=f al se
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set CATALI NA_ OPTS=%CATALI NA_OPTS% - Dcom sun. managenent . j nxr enot e. ssl =f al se
set CATALI NA_ OPTS=%CATALI NA_OPTS% - Dj ava. rm . server. host nane=your . server. domai n

File TOMCAT_HOVE/ bi n/ set env. bat (if it does not exist, you may create it) or TOMCAT _HOVE/ bi n/
cat al i na. bat

With these values, you can use the URL service:jnk:rm:///jndi/rm://Iocal host: 8686/
j mxr m for connection to IMX server of VM. No user/password is needed

How to Configure JMX on WebSphere

WebSphere does not require any special configuration, but the Clover DX MBean is registered with a name that
depends on application server configuration:

com cl overetl.server.api.jnx:cell=[cell Nane], nanme=cl over Ser ver JnxMBean, node=[ nodeNane] ,
process=[ i nst anceNane]

WebSphere. E:L0VEL -

| View: All tasks

filz==profilz1 Close page

Application servers 7=

welcome
Guided Activities Application servers > serverl
S servers Use this page to configure an application server. An application server is a server that provides services

required to run enterprise applications.
) Server Types

WebSphere application servers Runtime | | Configuration

webSphere MQ servers
Web servers

General Properties Server messaging

# Applications Process 1D

Messaging engines

Services 4201

Resources Cell name Troubleshooting
lacalhostNoden1Cell

Security

Mode name Diagnostic Provider service
Environment - o
oeslhosiedaot Additional Properties

System administration State

Users and Groups Started Transaction service
Moni e Current hesp size Berformznce Monitoring Infrastructure (PMI]
* Monitering and Tuning

543 ME Broduct Information

[ Troubleshooting
Maximum heap size
1024 MB

Back

Service integration

uDDI

Figure 37.1. WebSphere configuration

The URL for connecting to IMX server is:

service:jm:iiop://[host]:[port]/jndi/JMXConnect or

where host isthe host name you are connecting to and port isan RMI port number. If you have adefault WebSphere
installation, the INDI port number will likely be 9100, depending on how many servers there are installed on one
system and the specific one you want to connect to. To be sure, when starting WebSphere, check the logs for a
line similar to this:

0000000a RM ConnectorC A ADMX00261: The RM Connector is available at port 9100

Y ou will also need to set on the classpath the following jar files from WebSphere home directory:

runtimes/com.ibm.ws.admin.client_8.5.0.jar
runtimes/com.ibm.ws.gjb.thinclient_8.5.0.jar
runtimes/com.ibm.ws.orb_8.5.0.jar
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How to Configure JMX on Worker

See Additional Diagnostic Tools (p. 164) for details on how to enable IMX on Worker.

1. obtainj nxr enot e_opt i onal -repackaged-5. 0. j ar -youcanfinditinthecl over dx. server/
web/ VEEB- | NF/ i b

2. runVisuaVM with j mxr enot e_opt i onal - r epackaged- 5. 0. j ar on the classpath:

./visualvm--cp:a ../path/to/file/jnxrenote_optional-repackaged-5.0.j ar

3. use aURL with the IMXMP protocol, for example:
service:jnx:jmxnmp://172.22.0.19: 10501

For more information, see IMX Monitoring and Management.

Possible Problems

e Default IMX mBean server uses RMI as a transport protocol. Sometimes RMI cannot connect
remotely when one of peers uses Java version 1.6. As a solution, smply set these two
system properties: - Dj ava. rm . server. host nane=[ host nane or | P address] -
D ava. net. preferl Pv4St ack=true

Operations

For details about operations, see the JavaDoc of the MBean interface:

JMX API MBean JavaDoc is accessible in the running Clover DX Server instanceon URL: htt p: / /[ host ] :
[port]/[contextPath]/javadoc-jnx/index. htm
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The CloverDX Server SOAP Web Service is an advanced API that provides an automation alternative to the
Simple HTTP API. While most of the HTTP API operations are available in the SOAP interface too, the SOAP
API provides additional operations for manipulating sandboxes, monitoring, etc.

The SOAP API serviceis accessible on URL :

http://[host]:[port]/clover/webservice

The SOAP API service descriptor is accessible on URL:

http://[host]:[port]/clover/webservice?wsdl

Protocol HTTP can be changed to secured HT TPS based on the web server configuration.

SOAP WS Client

Exposed service is implemented with the most common binding style "document/literal”, which is widely
supported by librariesin various programming languages.

To create client for this API, only WSDL document (see the URL above) is needed together with some
development tools according to your programming language and devel opment environments.

JavaDoc of the WebServiceinterface with all related classesis accessiblein arunning Clover DX Server instance
onURL http://[host]:[port]/[contextPath]/javadoc-ws/index. htm

If the web server has an HTTPS connector configured, the client must also meet the security reguirements
according to web server configuration, i.e. client trust + key stores configured properly.

SOAP WS API Authentication/Authorization

Since exposed service is stateless, an authentication "sessionToken" has to be passed as a parameter to each
operation. The client can obtain the authentication sessionToken by caling thel ogi n operation.
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Launch Services Overview (p. 250)

Deploying Graph in Launch Service (p. 251)

Using Dictionary in Graph/Jobflow for Launch Services (p. 251)
Configuring the Job in CloverDX Server Web GUI (p. 251)
Launch Services Authentication (p. 255)

Sending the Data to Launch Service (p. 255)

Results of the Graph Execution (p. 255)

I mportant

vy
Since 4.9.0, the Launch Services have been deprecated. We recommend to use Data
Services (p. 257) instead.

TheLaunch ServicesUl ishidden by default. To makeit visible, usethelaunchservices.visible (p. 89)
configuration property.

Launch Servicesallow you to publish atransformation graph or ajobflow asaWeb Service. With Launch Services,
CloverDX transformations can be exposed to provide a request-response based data interface (e.g. searches,
complex lookups, etc.) for other application or directly to users.

Launch Services Overview

The architecture of a Launch Serviceis layered. It follows the basic design of multi-tiered applications utilizing
aweb browser.

Launch Services let you build a user-friendly form that the user fills in and sends to the CloverDX Server for
processing.

Graph
Set graph R
parameters
parameters
Web Server
Wia web browser running the Launch CloverServer
Service

~=ai— - e—

Results, logs... Results, logs...

CloverETL
Engine

Figure 39.1. Launch Services and CloverDX Server as web application back-end
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Deploying Graph in Launch Service

To prepare agraph for publishing as a Launch Service, keep thisin mind during the design process:

1. You can define a graph/jobflow listeners to create parameterized calls. Parameters are passed to the graph as
Dictionary entries — design the graph so that it uses the Dictionary as input/output for parameters (e.g. file

names, search terms, etc.).

2. The graph will need to be published in the Launch Services section, where you provide the configuration and
binding for parametersto dictionary entries.

Using Dictionary in Graph/Jobflow for Launch Services

A graph or ajobflow published as a service usually means that the caller sends request data (parameters or data)
and the transformation processes it and returns back the resullts.

InaLaunch Servicedefinition, you can bind service' sparametersto Dictionary entries. These need to be predefined
in the transformation.

Dictionary is a key-value temporary data interface between the running transformation and the caller. Usually,
although not restricted to, Dictionary is used to pass parametersin and out the executed transformation.

For more information about Dictionary, read the Dictionary section in the Clover DX Designer User’s Guide.

Passing Files to Launch Services

If a Launch Service is designed to pass an input file to a graph or jobflow, the input dictionary entry has to be
of typer eadabl e. channel .

Configuring the Job in CloverDX Server Web GUI

Each Launch Service configuration is identified by its name, user and group restriction. Y ou can create several
configurations with the same name, which isvalid as long as they differ in their user or group restrictions.

User restrictions can then be used to launch different jobsfor different users, even though they use the samelaunch
configuration (i.e. name). For example, developers may want to use a debug version of the job, while the end
customers will want to use a production job. The user restriction can also be used to prohibit certain users from
executing the launch configuration completely.

Similarly, a group restriction can be used to differentiate jobs based on the user’ s group membership.

If multiple configurations match the current user/group and configuration name, the most specific one is picked.

(The user name has a higher priority than the group name.)

Adding New Launch Configuration

Use the New launch configuration button on the Launch Services tab to create a new Launch Service.

The name is the identifier for the service and will be used in the service URL. Then, select a sandbox and either
atransformation graph or ajobflow that you want to publish.
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New Launch service

Name GetCountrySales
Description Get sales by country code
Sandbox BasicExamples -
Jaob file graph/GetCountrySales.grf =

Figure 39.2. Creating a new launch configuration
Once you create the new Launch Service, you can set additional attributes like:
1. User and group access restrictions and additional configuration options (Edit Configuration)

2. Bind Launch Service parametersto Dictionary entries (Edit Parameters)

Cwverview Edit parameters
GetCountrySales Edit |
Mame  GetCountrySales
Description  Get sales by country code
Group
User

Sandbox  BasicExamples

Job file  graph/GetCountrySales. grf

Save run record Q

Display error message
detai Q
Figure 39.3. Overview tab

The Overview tab shows the basic details about the launch configuration. These can be modified in the Edit
Configuration tab:
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Edit Configuration

Cverview Edit parameters

GetCountrySales Close

Name = GetCountrySales

Description = Get sales by country code

Group -

User -

Sandbox = BasicExamples v
Jobfile  graph/GetCountrySales.grf v

+ Save run record

+ Display error message detail

Figure 39.4. Edit Configuration tab

Editing configurations:

Name - The name (identifier) under which the configuration will be accessible from the web.

Description - The description of the configuration.

Group - Restricts the configuration to a specific group of users.

User - Restricts the configuration to a specified user.

Sandbox - The Clover DX Sandbox where the configuration will be launched.

Job file - Selectsthejob to run.

Saverun record - If checked, the details about the launch configuration will be stored in the Execution History.
Uncheck this if you need to increase performance — storing a run record decreases response times for high

frequency calls.

Display error message detail - Check thisif you want to get a verbose message in case the launch fails.

Edit Parameters

TheEdit parameter stab can be used to configure parameter mappingsfor thelaunch configuration. The mappings
are required for the Launch Service to be able to correctly assign parameters values based on the values sent in
the launch reguest.
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Chverview Edit parameters

B Save Close

Dictionary entry name  countryCode (string) =
HTTP request paramater name  countryCode

HTTP request parameter required
Pass HTTP request body o
Trim parameter value +
Empty parameter is null  +

Parameter value format string i )

Parameter value locale -

Date parameter time zone O
Default parameter value

Pass value as graph parameater 0

Figure 39.5. Creating new parameter
To add a new parameter binding, click on the Add parameter button. Every required graph/jobflow listener
property defined by the job needs to be created here.

Overview Edit parameters

Add parameter

HTTP request
parameter
required

Pass HTTP Pass value as Default
request body graph parameter parameter value

Dictionary entry HTTP request

name parameler mame

countryCode countryCode false false false = u

Figure 39.6. Edit Parameters tab
Y ou can set the following fields for each property:
« Dictionary entry name - The name of the Dictionary entry defined in the graph/jobflow that you want to bind.

» HTTP request parameter name - The name of this property asit will be visible in the published service. This
name can be different from Name.

» HTTP request parameter required - If checked, the parameter is mandatory and an error will be reported if it
is omitted.

» PassHTTP request body - If checked, the request body is set to dictionary entry as areadable channel.
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» Pass value as graph parameter - If checked, the property value will be passed to the job also as a parameter
(${ Par anet er Namme} wherePar anret er Nane isequal to Nane). Thisletsyou usethe parameter anywhere
in the job definition (not just places that support Dictionary). However, parameters are evaluated during job
initialization. Thus, such a job cannot be pooled which decreases performance for high frequency repetitive
calls to the service. In this case, consider redesigning the transformation to use Dictionary instead, allowing
for pooling.

» Default parameter value - The default value applied in case the parameter is omitted in the launch request.

Launch Services Authentication

If you are using Launch Services, you have two ways how to be logged in: using form-based authentication of
Server console or HTTP basic authentication of Launch Services.

The form-based authentication of Server console enables the user to create or modify Launch Services. If you are
logged in thisway, you act as an administrator of Launch Services.

Toinsert datainto the Launch Service form, you should be logged in using the HT TP basi c authentication. Follow
the link to the Launch Service form and web browser will request your credentials. If you are logged in using
HTTP basic authentication, you act as an user of Launch Services forms.

Sending the Data to Launch Service

A launch request can be sent viaHTTP GET or POST methods. A launch request is ssimply a URL which contains
the values of al parameters that should be passed to the job. The request URL is composed of several parts:

(You can use a Launch Services test page, accessible from the login screen, to test drive Launch Services.)
[ A over Context]/launch/[Configuration nane] ?[ Paranet ers]

* [d over Context] isthe URL to the context in which the CloverDX Server is running. Usualy thisis
the full URL to the Clover DX Server (for example, for Clover DX Demo Server this would be http://server-
demo.cloverdx.com:8080/clover).

* [Configuration name] isthe name of the launch configuration specified when the configuration was
created. In our example, this would be set to “mountains’ (case-sensitive).

o [ Par anet ers] isthelist of parameters the configuration requires as a query string. It is a URL-encoded
[RFC 1738] list of name=value pairs separated by the "&" character.

Based on the above, thefull URL of alaunch request for our examplewith mountainsmay look likethis: ht t p: / /
exanpl e. com 8080/ cl over/ | aunch/ NewMount ai ns?hei ght M n=4000. In the request above, the
value of hei ght M n property is set to 4000.

Results of the Graph Execution

After the job terminates, the results are sent back to the HTTP client as content of an HTTP response.

Output parameters are defined in the job’s Dictionary. Every Dictionary entry marked as “Output” is sent back
as a part of the response.

Depending on the number of output parameters, the following output is sent to the HTTP client:

» No output parameters - Only a summary page is returned. The page contains. when the job was started, when
it finished, the user name, and so on. The format of the summary page cannot be customized.

» One output parameter - In this case, the output is sent to the client as in the body of the HTTP response with
its MIME content type defined by the property typein Dictionary.
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» Multiple output parameters - In this case, each output parameter is sent to the HTTP client as a part of the
multipart HTTP response. The content type of the response is either multipart/related or multipart/x-mixed-
replace, depending on the HTTP client (the client detection is fully automatic). The multipart/related type is
used for browsers based on Microsoft Internet Explorer and the multipart/x-mixed-replace is sent to browsers
based on Gecko or Webkit.

Launch requests are recorded in the log files in the directory specified by the | aunch. | og. di r property in
the Clover DX Server configuration. For each launch configuration, one log file named [ Conf i gur ati on
nane] #[ Launch 1D] .| og is created. For each launch request, this file will contain only one line with
following tab-delimited fields:

(If the property | aunch.log.dir is not specified, log files are created in the temp directory
[java.io.tnpdir]/cloverl og/l aunch wherej ava. i o. t npdi r issystem property.)

» Launch start time

» Launch end time

» Logged-in user name

* RuniID

» Execution status FINISHED_OK, ERROR or ABORTED

* |P Address of the client

» User agent of the HTTP client

* Query string passed to the Launch Service (full list of parameters of the current launch)

If the configuration is not valid, the same launch details are saved intothe _no_| aunch_confi g. | ogfilein
the same directory. All unauthenticated requests are saved to the same file as well.
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Overview (p. 257)
User Interface (p. 258)
Using Data Services (p. 269)

Overview

Data Services allow you to deploy a web service. The architecture of the data service is described in the
documentation on Designer. This section describes the server-side functionality of the Data Services.

CloverDX

(= Monitoring
- 9 Y Detail Testing and Documentation State and History Alerts and Notification Configuration

¥, Execution History
Example - Create new contact - Parameters processing e

£ Task Histoy lox e | |
xample pro q
© s 0 0 i . POST)(FUT
& Schedules - Jexample/contact
© 5
{4 Data Services
S
HTTPS Connectors © & hitp/flocalhost 8083/clover/data-servicelexample/contact @
& Event Listeners
© Descripto
# Launch Services Enpoint for creating new contact. Either first name or last name is required. Phone number s required and must be in correct form: 999-
999-999. E-mail i required and m lid email address. e.9. test@te:
©
B Sandboxes T and D
©

# Configuration

© Help

Figure 40.1. Data Services
The Data Service can be accessible via:
e HTTP (default)

Requests are accepted viaHTTP protocol on the same port asthe Server. Thisis suitable for Data Services that
do not require authentication.

« HTTPS

If you need a secure connection, you should configure Data Service to listen on HTTPS: create an HTTPS
Connector (p. 266) and use it in one or more Data Service endpoints. This way, you can configure a service
listening on HTTPS port without restarting the Server. Y ou can create multiple HTTPS Connectors and use it,
for example, per consumer service. One Data Service endpoint can use only one HTTPS Connector.

You can publish the same data service job in multiple configurations. First, publish the job, then add an SSL
Connector to it; after that, you can publish the job again with a different configuration. If ajob is reconfigured
to use an SSL Connector where it conflicts with another job, a failure occurs and the job has to be unpublished
and republished.

Data Service can send you a natification (p. 261)in case of failure. You can set the threshold (p. 262) (humber
of subsequent failures or percentage) and way of notification (in the Server's Ul or viaemail (p. 264)).

To investigate failed requests, you can use history of the particular endpoint(p. 261). Optionally, you can set
the Data Service endpoint run to be recorded in Execution History (p. 264).

257



Chapter 40. Data Services

User Interface

Data Services user interface contains two main tabs: Endpoints (p. 258) and HTTPS Connectors (p. 266).

Endpoints

Endpoints tab consists of useful buttons (p. 258) in the top, list of data services(p. 258) and tabs with
configuration of the particular data service.

\Zl Example page
p— Endpoint ESREEE

Example - Create new contact - Parameters processing

/example/contact

Example - Download contact VCARD - Custom response body serialization

/example/contact/vcard/{id}

1 1 i

Example - Frontend pages - Use static file as response

fexample/html/{filename}

Example - Import contact using VCARD - Custom parsing of request body

/example/contact/vcard

Example - List contacts - Automatic JSON serialization

rexample/contacts

Figure 40.2. Endpoints

Buttons

In the top of the Endpoints tab, there are five control elements.

Figure 40.3. Data Service Endpoints
1. Creates anew Data Service job.
2. The three-dot-button has the following menu.
Open Endpoint Documentation Catalog displays list of data services.
Unpublish Data Services Examples.
Import Data Services Configuration.
Export Data Services Configuration.
3. Link to Data Services example.
4. Search function.

5. Filter to show all, or only failing and invalid Data Services.

List of Data Services

The Data Servicestab contains list of all data services on the Server.
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Coniod g o |

Example - Create new contact - Parameters processing

LY 0 0
© POST fexample/contact
© Example - Download contact VCARD - Custom response body serialization - e . .
fexample/contact/vcard/{id}
© Example - Import contact using VCARD - Custom parsing of request body @ .
POST /example/contact/vcard
© Example - List contacts - Automatic JSON serialization 8 o o
fexample/contacts
Example - Remove contact - Custom response status code
O ) 0 o
DELETE | /example/contact/{id}
© POST | /new-restjob z !

Figure 40.4. List of Data Services

» The button in the left column serves to enable (o) or disable (=) the service (e.g. temporary disable due to
maintenance). A disabled Data Service returns the HTTP status code 503.

* Inthe second column, there are Endpoint title, method(s) and a part of endpoint URL .
Icon decorators indicate these endpoint states:
« - The Data Service does not require authentication.
@ - The Data Service saves the job execution record in Execution History.
- The Data Service is marked as failing.
© - The Data Serviceis available on HTTPS.
» Thethird and fourth columns contain query statistics.

» Thelast column contains a menu with Data Service actions Unpublish and Reset Endpoint State.

Detail

The Detail tab contains overview of the particular endpoint. To display the Detail tab, click the particular line
in the list of endpoints.
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Detail Testing and Documentation State and History Alerts and Notification Configuration

Example - Create new contact - Parameters processing

Jexample/contact

& http://localhost:8083/ clover/data-service/example/contact

Description

Enpoint for creating new contact. Either first name or last name is required. Phone number is required and must be in correct form:
999-999-999. E-mail is required and must be a valid email address. e.g. test@test.com

Testing and Documentation Swagger Definition

sandbox DataServicesExamples

n data-service/create_contact.rjob

Figure 40.5. Data Service Detail tab

» Endpoint title is in the top of the tab's pane. It is the endpoint title specified in Designer on the Endpoint
Configuration tab.

» Methods - indicates endpoint methods.

» Data Service URL - the configurable part of Endpoint URL . It can be set from Designer

» Endpoint URL - URL of the endpoint. This URL serves the requests.

The Copy link («) button copies the link to the clipboard.

» Description - contain a user-defined description of the Data Service. It can be set in Designer.

» Testing and Documentation page - links documentation of the endpoint. Y ou can test the service there. This
URL can be passed down to consumer of the service. The consumer can use the information from this URL
to implement the client system.

» Swagger file - allows you to download a swagger file with the definition of the Data Service.

» Sandbox - sandbox containing the data service. r j ob file.

* REST job fileisafile name and path relative to the sandbox.

Testing and Documentation

The Testing and Documentation tab displays a user-defined documentation to the data service. The testing of
the serviceis accessible under the Execute button.
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Detail Testing and Documentation State and History Alerts and Notification Configuration
= Example - Download contact VCARD - Custom response bod

Get contact details in VCARD form based on contact ID.
The job takes one required path parameter: id. The ID of the contact to be served.

Parameters

Name Description

jo * revuired The ID of the contact to get.
string

(path)

Responses Response content type I custom ~

Code Description

200

400 Request validation foiled

500 Job failed

Figure 40.6. Data Service - Testing and Documentation tab

If you call the servicefromthe Server Ul, the Data Service will saveitsrun record to the Execution History (p. 199).

State and History

The State and History shows invocation history of the particular Data Service. It contains a summary of the
endpoint state in the top and a list of query details in the bottom. If the job is configured to save a record in
execution history, thelist al'so contains link to the Execution History.

Y ou can filter records based on the time interval or you can list only the failures.

Here you can reset the state of the data service. For example, the data service endpoint was failing, you fixed it
and you would like to be notified if it fails again.

Detail Testing and Documentation State and History Alerts and Notification Configuration

Endpoint state: failing Reset Endpoint State

Filter ~
Set filter to:  all time *  From: Failures only

To:

TIPS Tme

e IP: 0:0:0:0:0:0:0:1

0 s00 2018-09-10 09:41:45 User: clover it
. IP: 0:0:0:0:0:0:0:1

© 200 2018-09-10 09:41:26 T &
I IP: 0:0:0:0:0:0:0:1

% 200 2018-09-10 09:39:47 User: clover e

Figure 40.7. Data Service - State and History

Alerts and Notification

No failure notification (p. 262)
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Failure (p. 262)
Threshold specification (p. 262)

Any failure (p. 262)
Threshold (p. 263)

Failure Filtering (p. 263)
Failure Natification (p. 263)

E-mail Notification (p. 264)

The Alerts and Notification tab serves to set the threshold meaning the failure of the Data Service endpoint
and way to notify you about it. You can set when the endpoint is marked as failing or disable this notification
completely.

No failure notification

The Never mark endpoint as failing disables the failure notification in the Server Ul. If you set this option and
the request to the endpoint fails, there will be no red circle notification. Only the number of failures in activity
columnin the list of Data Service endpoints will be increased.

Failure

In this context, any response state from 4xx and 5xx range is considered as afailure.
Threshold specification

Y ou can set threshold to

o any failure

 percentage of unsuccessful queries within interval

+ fixed number of failuresin arow

Any failure

The Any failure will mark endpoint as failing option considers the endpoint as failing even if asingle failure
occurs.

This choiceis suitable for infrequently called Data Service endpoints.

Detail Testing and Documentation State and History Alerts and Notification Configuration

Endpoints can be marked as failing. This state will be indicated in the endpoints table and
it is possible to send an email notification for failing Data Service endpoints.

FAILURE INDICATION
Never mark endpoint as failing
®  Any failure will mark endpoint as failing

Mark endpoint as failing when:

Endpoint fails in % of executions during last
Endpoint fails times in a row
HTTP status codes considered as endpoint invocation failure 404,500,501,502,504-599% (i ]

EMAIL NOTIFICATION

+ Send an email notification to
SETTINGS SUMMARY
Endpoint will be marked as failing after any failure.

Apply and Reset State Discard Changes

Figure 40.8. Data Service - Alerts and Notification
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Threshold

TheMark endpoint asfailing when option setsthe endpoint asfailing when athreshold is reached. The threshold
can be specified as a percentage of jobsis failing or as anumber of jobsin row isfailing.

This choiceis suitable for frequently called Data Service endpaints.

Detail Testing and Documentation State and History Alerts and Notification Configuration

Endpoints can be marked as failing. This state will be indicated in the endpoints table and
it is possible to send an email notification for failing Data Service endpoints.

FAILURE INDICATION
Never mark endpoint as failing
Any failure will mark endpoint as failing

®  Mark endpoint as failing when:

+ Endpoint failsin =~ 10 % of executions during last seconds -
+ Endpoint fails = 5 times in a row
HTTP status codes considered as endpoint invocation failure 404,500,501,502,504-599% [: ]

EMAIL NOTIFICATION

+ Send an email notification to ~ doe.john@email.com

SETTINGS SUMWMARY

Endpoint will be marked as failing after any failure.

Apply and Reset State Discard Changes

Figure 40.9. Data Service - Alerts and Notification
Failure Filtering

Y ou can al so select HT TP status codes which should be considered by Clover DX Server asan endpoint invocation
failure.

Select the HTTP status codes by entering individual codes or ranges of codes separated by commas. By defaullt,

codes 404,500,501,502,504-599 are considered as an endpoint invocation failure. Leaving the field blank means
that Clover DX Server considers all HTTP status codes from the range 400-599 as invocation failure.

Note

By default, Clover DX Server doesnot consider HT TP status code 503 as afailure, because the code
isreturned in the case of invocation of a manually disabled endpoint.

Failure Notification

If the Data Service endpoint fails, it is shownin thelist of Data Services. Additionally, the number of failing Data
Service endpoints is shown in the main menu.

B Schedules
{§ Data Services o -

Event Listeners

[+

Figure 40.10. Some Data Service is failing
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Email Notification
You can aso set an email notification. This email notification works additionally to the notification in the Server

Ul. It sends an email when the endpoint's state changesto failing. An email is also sent if the endpoint wasfailing
and you manually reset the endpoint state.

EMAIL NOTIFICATION

+ Send an email notification to  doe.john@email.com

Figure 40.11. E-mail Notification
With the Test button, you can send a testing email to the addresses of the recipients.

Email notifications requires aworking connection to an SMTP server.

Configuration

The Configuration tab allows you to disable the endpoint authentication or to enable saving records in Execution
History (p. 199).

Detail Testing and Documentation State and History Alerts and Motification Configuration
HTTP AUTHENTHICATION
Authentication method @ Do not require authentication -
Run as @ clover -

SSL/TLS SECURED TRANSPORT (HTTPS)
There are no HTTPS Connectors. They can be created in Data Services > HTTPS Connectors.
EXECUTION HISTORY

Save job execution record in Execution History @

m Discard Changes

Figure 40.12. Data Service

The Data Service can be configured to require credentials or not. If the Data Service does not require credentials,
the user to run it should be set in its configuration with the Run As option.

Y ou can configure the data service to save job execution record in Execution History. The saving job execution
record has a performance impact. Use this option only for:

* infrequently called endpoints
 endpoints that are not in production environment
* endpoints to be debugged

Catalog of Services

The Catalog of servicesisalist of data services allowing the user to view the documentation and test the service.
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{1 Group Data Services by sandbox

DataService
GET /mountains Get mountains
GET Jtravel
GET /weather-now

Figure 40.13. Global Catalog of Services

The details can be accessed by clicking the header. The first click displays the details, the second one fold the
details back.

D) Group Data Services by sandbox

DataService
GET /mountains Get mountains
GET /travel
GET J/weather-now

You should call this senice with
http:/M72.22.0.213:8083/clover/data-sernice/weather-now?location=
eqg.
http://172 22 0.213:8083/clover/data-service/weather-now?location=Aberdeen

Parameters Try it out

Name Description

location
string undefined

(query)

Responses Response content type application/xml v

Code Description

200

400 Request validation failed

500 Job failed

Figure 40.14. Global Catalog of Services

In the Catal og of Services, the end points can be grouped by sandbox or ordered by URL.

Built-in Data Service Examples

Clover DX Server contains built-in set of Data Service examples. The Data Service examples can be published
from the Data Services tab.
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& Publish New Job \Z|
" B 0Open Endpoint Decumentation Catalog
I S T

© Publish Data Services Examples
& Import Data Services Configuration

B+ Export Data Services Configuration

Figure 40.15. Data Services - Publishing the examples

The published examples are displayed among the othersin thelist of Data Services.

& Publish New Job \Z| Example page
I I S T

Example - Create new contact - Parameters processing

0 0
© POST /example/contact
© Example - Download contact VCARD - Custom response body serialization . o

GET | /example/contact/vcard/{id}

Example - Frontend pages - Use static file as response
GET | /example/html/{filename}

Example - Import contact using VCARD - Custom parsing of request body

0 0
/example/contact/vcard

Example - List contacts - Automatic JSON serialization
GET | /example/contacts

Example - Remove contact - Custom response status code

DELETE | /example/contact/{id}

Figure 40.16. Data Services - Published the examples

HTTPS Connectors

The Data Service can be accessible via HTTPS. The configuration of HTTPS is in Data Services - HTTPS
Connectors.

[ # create new niTTes Connector | bigdatarks -
Enabled [
bigdata-ks Disabled
[ o] Port 8101 o w101

Key store: MyProject/certs/service-20180919 jks
Key store Sandbox#163845#MyProject shared/certs/service-20180919 jks

Trust store

js-20180919
[ o] Port: 8100
Key store: MyProject/certs/service-20180918 jks

Figure 40.17. HTTPS Connectors
As akey store, we support the Javakey store (. j ks) and PKCS 12 key store (. p12 or . pf x) formats.
Asatrust store, we support the Java key store (. j ks) format.

Ontheleft hand side, thereisalist of available HTTPS Connectors. On theright, there are details of the connector
selected from the list. The New HTTPS Connector button creates anew HTTPS Connector.

List of HTTPS Connectors

The list of HTTPS Connectors shows available connectors. You can change the order by clicking on Name or
Enabled in the header.
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The button in the first column enables or disables the connector. Disabling the connector that is being used by
Data Service makes the Data Service invalid.

The middle column shows the connector's name, port, path to the key store and path to the trust store.

The ... button offers an option to delete the connector.

New HTTPS Connector

The New HTTPS Connector tab servesto create a new HTTPS Connector that can be used by one or more Data
Services. One Data Service can use only one HTTPS Connector.

Create HTTPS Connector

Name httpscon{s
+ HTTPS Connector enabled

Port 447
Key Store File

« Key store is located in sandbox

Sandbox MyProject -
Key store certs/service-20160919 jks <
Key store password

Key password o
Trust Store File

Trust store is located in sandbox

Trust store path o

Password

Figure 40.18. HTTPS Connectors
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Table 40.1. Attributes in Create HTTPS Connector dialog

Name Description

Name A name of the HTTPS Connector. The name should be unique. It is displayed in the list
of HTTPS Connectors on the Endpoint's Configuration tab.

HTTPS Connector | The checkbox enables or disables the HTTPS Connector to listen on the specified port.

enabled Stopping an HTTPS Connector that is being used by a Data Service makes the Data
Serviceinvalid.

Port A TCP port used by the HTTPS Connector. The port must not be occupied by another

HTTPS Connector or any other program. If the Data Service is Deployed on Clover DX
Cluster, it listens on this port on all cluster nodes. If you use afirewall, set it to allow
incoming connections to this port. If you use SELinux, it must be configured to allow
Clover DX Server to use this TCP port.

Key storeis located

The checkbox switches between absolute paths to key store and paths relative to the

in sandbox Server sandbox. If selected, Sandbox and K ey stor e items are displayed. Otherwise,
you will see Key store path. The recommended way isto store the key stores out of the
sandbox.

Sandbox A sandbox with the key store.

Key store The key store within the sandbox.

Key store path An absolute path to the Java key store. Y ou can use environment variables, system
properties of VM and configuration parameters of the Server as a part of the path.
Usualy, you will use ${ sandboxes. hone} here.

Key store password | The password to the Java key store.

Key password The password to the key in the key store.

Trust storeis located
in sandbox

The checkbox switches between absolute paths to trust store and paths relative to the
Server sandbox. If selected, you can enter Sandbox and Trust stor e options. Otherwise,
you will see Trust store path.

Sandbox The sandbox containing the trust store.

Trust store The trust store within the sandbox.

Trust store path An absolute path to the trust store. Y ou can use environment variables, system
properties of VM and configuration parameters of the Server as a part of the path.
Usualy, you will use ${ sandboxes. hone} here.

Password The password to the trust store.

To create a data service listening on HTTPS, you need a keystore with a server certificate. Y ou can create one
with the following command.

keyt oo

-keystore service.jks -genkey -keyal g rsa -keysize 3072 -alias serverNane

As akey store, we support the Java key store (. j ks) and PKCS 12 key store (. p12 or . pf x) formats.

Asatrust store, we support the Java key store (. j ks) format.

For security reasons, we recommend you to put the keystore outside the Server sandbox.
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Using Data Services

Deploying Data Service (p. 269)

Publishing and Unpublishing Data Service from Sandbox (p. 270)
Publishing Data Service Examples (p. 270)

Changing Data Service to Anonymous (p. 270)

Running Data Service on HTTPS (p. 271)

Running Data Service on HTTPS on Cluster (p. 273)
Monitoring Data Service (p. 273)

Testing Data Service (p. 273)

Performance Tuning (p. 273)

Exporting Data Service Configuration (p. 273)

Importing Data Service Configuration (p. 273)

Avoiding Premature Marking of Data Service as Failing (p. 274)
L ooking up Particular Data Service (p. 274)

Resetting State of Failing Data Service Endpoint (p. 274)

Deploying Data Service

To deploy Data Service from the Server, go to Data Services tab, click Publish Data Service job and choose
asandbox and . rj ob file.

Publish Data Service Job

Sandbox DataServicesExamples -

Data Service job data-service/get_contacts.rjob -

+ Require authentication @

Figure 40.19. Publishing Data Service job

Y ou can choose between Data Service with or without required authentication. In the latter case, the Data Service
will run under the specified account.

Publish Data Service Job

Sandbox DataServicesExamples -

Data Service job data-service/get_contacts.rjob -
Require authentication @

Run as @ clover -

Publish another Publish

Figure 40.20. Publishing Data Service job that does not require authentication

Publishing Multiple Jobs

To deploy multiple jobs, tick the Publish another checkbox. After deploying one job, the dialog for publishing
Data Service is displayed again to let you enter the next one.
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Publishing and Unpublishing Data Service from Sandbox

You can deploy Data Service directly from a sandbox. To do so, you need read access to the sandbox and List
Data Services and M anage Data Services privileges.

In the Sandboxes section of the Server GUI, select a data service to be published/unpublished. In the top right

corner of the overview, there are optionsfor publishing or unpublishing the dataservice, aswell asediting, showing
data service in Execution History, downloading/downloading as ZIP and deleting the data service.

Publishing Data Service Examples

CloverDX Server contains abuilt-in set of Data Service examples. These examples are not deployed by default.

The Data Service examples can be deployed directly from the Data Services tab. If you do not have any Data
Service deployed, click the Publish Data service Exampleslink.

Data Service Endpoints

There are no published Data Service jobs.

| & Publish New Job " e |

Figure 40.21. Publishing Data Service examples

If thereis an existing Data Service, the button to publish examplesisin the menu accessible under the three-dot-
button.

| & Publish New Job | EI
m B Open Endpeint Documentation Catalog _m-

© Publish Data Services Examples

B Import Data Services Configuration

[Bs Export Data Services Cenfiguration

Figure 40.22. Publishing Data Service examples - Il

See Built-in Data Service Examples (p. 265).

Changing Data Service to Anonymous

By default, the Data Servicereguiresaclient to send the credentials. To createthe Data Servicethat doesnot require
authentication, switch to the Configuration tab in the Data Service Detail pane and change Authentication
method to Do not require authentication. The Data service runswith privileges of an existing user; therefore, you
should set the Run asfield to the suitable user. Thisuser should have permissions necessary to run the Data Service.
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Detail Testing and Documentation State and History Alerts and Motification Configuration

HTTP AUTHENTHICATION
Authentication method @ Do not require authentication -
Run as @ clover -
SSL/TLS SECURED TRANSPORT (HTTFS)
There are no HTTPS Connectors. They can be created in Data Services » HTTPS Connectors,

EXECUTION HISTORY

Save job execution record in Execution History @

m Discard Changes

Figure 40.23. Configuring Anonymous Data Service

Inthelist of Data Services, the Data Servicethat doesnot require credential sisindicated by unlocked padlock icon.

parallel-ds
GET | /parallel-ds

Figure 40.24. Data Service without authentication

Running Data Service on HTTPS

By default, the Data Service runs on HTTP and you can configure it to run on HTTPS.

To run Data Service on HTTPS, create anew HTTPS Connector.

There are no HTTPS Connecters

They allow you to use Data Services via HTTPS

§\sb

| Create new HTTPS Connectol |

Figure 40.25. Creating a new Data Service Connector

Enter aname, port, keystore path, and keystore and key passwords.
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Create HTTPS Connector

Name httpscon-js

v HTTPS Connector enabled

Port 8447
Key Store File

«  Key store is located in sandbox

Sandbox MyProject =

Key store certs/service-20180919 jks -

Key store password

Key password 0o
Trust Store File

Trust store is located in sandbox

Trust store path

Password

Figure 40.26. Creating a new Data Service Connector Il

In Data Services - Endpoints, select the Data Service to be running on HTTPS and switch to the Configuration
tab.

Select the HTTPS connector from the combo box and click the Apply button. Now, the Data Service runs on
HTTPS.

Detail Testing and Documentation State and History Alerts and Notification Configuration

Example - Remove contact - Custom response status code

HTTP AUTHENTHICATION

Authentication method @ Basic authentication -
SSLITLS SECURED TRANSPORT (HTTPS)

HTTPS connector js-20180919 {port: 8100} -

EXECUTION HISTORY

Save job execution record in Execution History @

m Discard Changes

Figure 40.27. Using the HTTPS Connector in Data Service endpoint

You can have more independent HTTPS contexts running on one Server. There can be multiple Data Services
running on the same HTTPS context.
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Running Data Service on HTTPS on Cluster

This case extends the case of Running Data Service on HTTPS(p. 271). Different cluster nodes have different
domain names, but the Java key store has to have one certificate. There are two way to solve the problem with
certificates.

» Useawildcard certificate. The key store file should be placed on the shared file system.

» Use different certificates for each cluster node. The keystores with the certificates must be on the same path
on al cluster nodes.

Monitoring Data Service

To see the activity of Data Service, use the list of Data Services. There you can see the main overview of data
services.

The state of a particular Data Service is on the State and History tab.

Testing Data Service

To test the Data Service, select the Data Service in the list, switch to the Testing and Documentation tab and
click the Execute button. Results appears in the Responses part of the tab.

Performance Tuning

To improve performance, do not save job execution records in Execution History (p. 199). To do so, do not tick
Save job execution records in Execution History on Configuration tab.

Exporting Data Service Configuration

Y ou can export the Data Service configuration from Data Services — Endpoints tab. Click the three-dot-button
and select Export Data Services Configuration from context menu.

B Open Endpoint Documentation Catalog
¥ Unpublish Data Services Examples
B Import Data Services Configuration

B+ Export Data Services Configuration
Figure 40.28. Data Services - Export
The Data Services configuration will be exported.

You can also export Data Service configuration in Configuration —Export See Server Configuration
Export (p. 157).

Importing Data Service Configuration

You can import the Data Service configuration from Endpoints. Click the three-dot-button and select Import
Data Services Configuration from the context menu.
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B 0Open Endpoint Documentation Catalog
X Unpublish Data Services Examples
5 Import Data Services Configuration

B+ txport Data Services Configuration

Figure 40.29. Data Services - Import

Y ou can also import the Data Service configuration directly in Configuration — Import See Server Configuration
Import (p. 158).

Avoiding Premature Marking of Data Service as Failing

Data Service might prematurely switch to afailing stateif thefailureindication is set up to switch to afailing state
after a given percentage of executions failsin a given time window. E.g. First execution fails.

To avoid this, you can set the minimum number of events necessary to be taken into account when calculating the
change of Data Service state. It can be set withthedat aser vi ce. fail ure.rati o. m n. record. count
configuration property . The default value is 10 executions.

It can be set in Configuration — Setup — Configuration File. Add aline containing

dat aservice.failure.ratio.mn.record. count=10

to the configuration file.

You can set it to any reasonable positive integer. This configuration is valid for all Data Services available on
the Server.

See also Chapter 15, List of Configuration Properties (p. 82).

Looking up Particular Data Service

If you have multiple Data Services available, you can search for a specific Data Service:

If you know the endpoint name, you can look it up. Enter the text into the Sear ch endpoints field and click the
Refresh button. The Data Services will be filtered.

The entered text will be searched in the title of the Data Service, in the name of the request method, in the name
of . rj ob fileand in the path that the Data Service uses.

If you would like to see invalid endpoints only, click the failing and invalid only icon. The both filters can be
combined.

To switch off thefilters, click the Show All button.

Resetting State of Failing Data Service Endpoint

If the Data Service endpoint is in the failing state and the problem has been fixed, you can reset the endpoint
state manually.

To reset the state, open the details of the endpoint, switch to the Alerts and Notification tab and click the Apply
and Reset State button.

If the endpoint has an email address set, a notification email will be sent to this address.
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Custom HTTP Headers

Data Services accept a custom HTTP header X- Cl over - Save- Run- Recor d. The possible values of the
header are TRUE and FALSE. Clover DX Server accepts them case insensitively.

This header overrides the endpoint's configuration to save the run record or not.

Testing and Documentation page now automatically sends the header with value set to true. This means that all
invocations from Testing and Documentation page are saved to the Execution History.

Testing Data Service from Designer creates arecord in Execution History regardless of it being published or not.

Data Services on Cluster

Data Service jobs can run on Cluster in the same way as they run on Clover DX Server. Pardlel run of one Data
Service job on multiple cluster nodesin not supported.
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Chapter 41. Sandboxes in Cluster

There are three sandbox typesin total - shared sandboxes, and partitioned and local sandboxes (introduced in 3.0)
which are vital for parallel data processing..

Shared Sandbox

Thistype of sandbox must be used for all datawhich is supposed to be accessibleon al cluster nodes. Thisincludes
all graphs, jobflows, metadata, connections, classes and input/output data for graphs which should support HA.
All shared sandboxes reside in the directory, which must be properly shared among all cluster nodes. Y ou can use
a suitable sharing/replicating tool according to the operating system and filesystem.

Create new sandbox

Sandbox type  Shared 52
Name dataFlow
D dataFlow

Root file system  §{sandboxes home)/dataFlow
path
Sandbox root path must be valid on all cluster nodes. You can also use
system properties (e.g. userhome) or CloverDX Server property
"sandboxes home" as placeholders

Create sandbox
root path and sub- v
directories

Figure 41.1. Dialog form for creating a new shared sandbox

As you can see in the screenshot above, you can specify the root path on the filesystem and you can
use placeholders or absolute path. Placeholders available are environment variables, system properties or
CloverDX Server configuration property intended for this use: sandboxes. hone. Default path is set as
[ user. dat a. hone]/ C over DX/ sandboxes/ [ sandbox| D] wherethesandbox| Disan ID specified
by theuser. Theuser . dat a. home placeholder refersto the home directory of the user running the VM process
(/ hone subdirectory on Unix-like OS); it is determined asthefirst writable directory selected from the following
values:

» USERPROFI LE environment variable on Windows OS

e user. hone system property (user home directory)

e user. di r system property (VM process working directory)

e java.io.tnpdir system property (VM process temporary directory)

Note that the path must be valid on all cluster nodes. Not just nodes currently connected to the cluster, but also
on nodes that may be connected later. Thus when the placeholders are resolved on a hode, the path must exist on
the node and it must be readable/writable for the VM process.

Local Sandbox

This sandbox type is intended for data, which is accessible only by certain cluster nodes. It may include massive
input/output files. The purpose being, that any cluster node may access content of this type of sandbox, but only
one has local (fast) access and this node must be up and running to provide data. The graph may use resources
from multiple sandboxes which are physically stored on different nodes since cluster nodes are able to create
network streams transparently asif the resources were alocal file. For details, see Using a Sandbox Resource as
a Component Data Source (p. 279).

Do not use a local sandbox for common project data (graphs, metadata, connections, lookups, properties files,
etc.). It would cause odd behavior. Use shared sandboxes instead.
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Create new sandbox

Sandbox type  |acal v

Name ploadedData

ID  uploadedData

Sandbox locations

Cluster

node ID Roslpsh

virt-alpha = ${sandboxes home local}/uploadedData Delete

Create Cancel

Figure 41.2. Dialog form for creating a new local sandbox

The sandbox location path is pre-filled with the sandboxes. hone. | ocal placeholder which, by default,
pointsto[ user . dat a. hone] / O over DX/ sandboxes- | ocal . The placeholder can be configured as any
other CloverDX configuration property.

Partitioned Sandbox
This type of sandbox is an abstract wrapper for physical locations existing typically on different cluster nodes.
However, there may be multiple locations on the same node. A partitioned sandbox has two purposes related to
parallel data processing:

1. node allocation specification

Locations of a partitioned sandbox define the workers which will run the graph or its parts. Each physical
location causes a single worker to run without the need to store any data on itslocation. In other words, it tells
the Clover DX Server: to execute this part of the graph in parallel on these nodes.

2. storagefor part of the data

During parallel data processing, each physical location contains only part of the data. Typically, input datais
split in moreinput files, so each fileis put into a different location and each worker processesits own file.

Create new sandbox

Sandbox type  partitioned v
Name  yploadedData

ID  uploadedData

Sandbox locations
Cluster

node ID Root path
virt-alpha = ${sandboxes.home.partitioned}/uploadedData Delete
virt-gray = ${sandboxes.home.partitioned}/uploadedData Delete

Add location

Figure 41.3. Dialog form for creating a new partitioned sandbox

Asyou can see on the screenshot above, for a partitioned sandbox, you can specify one or more physical locations
on different cluster nodes.
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The sandbox location path is prefilled with the sandboxes. home. partiti oned placeholder
which, by default, points to [user.data.hone]/d over DX/ sandboxes-paritioned. The
sandboxes. home. partiti oned config property may be configured as any other CloverDX Server
configuration property. Note that the directory must be readabl e/writable for the user running JVM process.

Do not use a partitioned sandbox for common project data (graphs, metadata, connections, lookups, properties
files, etc.). It would cause odd behavior. Use shared sandboxes instead.

Using a Sandbox Resource as a Component Data Source

A sandbox resource, whether it isashared, local or partitioned sandbox (or ordinary sandbox on standal one server),
is specified in the graph under the fileURL attributes as a so called sandbox URL like this:

sandbox://data/path/to/file/file.dat

where dat a is a code for the sandbox and pat h/ to/ fil e/ fil e. dat isthe path to the resource from the
sandbox root. The URL isevaluated by Clover DX Server during job execution and acomponent (reader or writer)
obtains the opened stream from the Server. This may be a stream to alocal file or to some other remote resource.
Thus, ajob does not have to run on the node which has local access to the resource. There may be more sandbox
resources used in the job and each of them may be on a different node.

The sandbox URL has a specific use for parallel data processing. When the sandbox URL with the resource
in a partitioned sandbox is used, that part of the graph/phase runs in parallel, according to the node allocation
specified by the list of partitioned sandbox locations. Thus, each worker has its own local sandbox resource.
CloverDX Server evauates the sandbox URL on each worker and provides an open stream to a local resource
to the component.

The sandbox URL may be used on the standalone Server as well. It is an excellent choice when graph references
some resources from different sandboxes. It may be metadata, |ookup definition or input/output data. A referenced
sandbox must be accessible for the user who executes the graph.
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Remote Edges

Data transfer between graphs running on different nodes is performed by a specia type of edge - remote edge.
The edge utilizes buffers for sending data in fixed-sized chunks. Each chunk has a unique number; therefore, in
case of an I/O error, the last chunk sent can be re-requested.

Y ou can set up values for various remote edge parameters via configuration properties. For list of properties, their
meaning and default values, see Optional Remote Edge Properties (p. 285).

The following figure shows how nodes in a cluster communicate and transfer data - the client (graph running on
Node 2) issuesan HTTP request to Node 1 where a servlet accepts the request and checks the status of the source
buffer. The source buffer is the buffer filled by the component writing to the |eft side of the remote edge. If the
buffer isfull, its content is transmitted to the Node 2, otherwise the servlet waits for configurable timeinterval for
the buffer to become full. If theinterval has elapsed without data being ready for download, the servlet finishesthe
request and Node 2 will re-issue the request at later time. Once the data chunk is downloaded, it is made available
viathe target buffer for the component reading from the right side of the remote edge. When the target buffer is
emptied by the reading component, Node 2 issues new HTTP request to fetch the next data chunk.

This communication protocol and its implementation have consequences for the memory consumption of remote
edges. A single remote edge will consume 3 x chunk size (1.5MB by default) of memory on the node that is
the source side of the edge and 1 x chunk size (512KB by default) on the node that is the target of the edge. A
smaller chunk size will save memory; however, more HTTP requests will be needed to transfer the data and the
network latency will lower the throughput. Large data chunks will improve the edge throughput at the cost of
higher memory consumption.

Node 1 Node 2
Servlet
Graph HTTP request Graph
Buffer Buffer

Remote edge

Figure 41.4. Remote Edge Implementation
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Cluster can work properly only if each node is properly configured. Clustering must be enabled, nodelD must
be unique on each node, all nodes must have access to shared DB (direct connection or proxied by another
Cluster node) and shared sandboxes, and all propertiesfor inter-node cooperation must be set according to network
environment.

Properties and possible configuration are the following:

» Mandatory Cluster Properties (p. 282)

Optional Cluster Properties (p. 283)

» Example of 2 Node Cluster Configuration (p. 286)
Jobs L oad Balancing Properties (p. 292)
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Mandatory Cluster Properties

Besides mandatory Cluster properties, you need to set other necessary properties which are not specifically related
to the Cluster environment. Database connection must be also configured; however, besides direct connection,
it is aternatively possible to configure proxing using another Cluster node/nodes. For details, see the property

cluster.datasource.type (p. 284).

Mandatory properties

These properties must be properly set on each node of the Cluster.

Table 42.1. Mandatory Cluster properties

NELE]
cluster.enabled

Type
boolean

Description

Switch whether the Server should start in the standalone

or Cluster node mode. The property isn't set at all (empty
value) by default, which means that the mode is chosen
according to the loaded license. It is strongly recommended
to set the property to t r ue if the other Cluster properties
are configured, as well. Thus the Cluster node will be
initialized regardless of the license.

Default

cluster.node.id

String

Each Cluster node must have a unique ID.

node01

cluster.jgroups.bind_addred

pString, 1P
address

An IP address of the ethernet interface which is used for
communication with another Cluster nodes. Necessary for
inter-node messaging.

127.0.0.1

cluster.jgroups.start_port

int, port

Port where ajGroups server listens for inter-node messages.

7800

cluster.http.url

String,
URL

A URL of the CloverDX Cluster node. It must be an
HTTP/HTTPS URL to the root of aweb application.
Typically itwouldbehtt p: / /[ host nane] : [ port]/
cl over . Primarily, it isused for synchronous inter-

node communication from other Cluster nodes. It is
recommended to use afully qualified hostname or IP
address, so it is accessible from a client browser or
CloverDX Designer.

http://

|ocalhost: $080/

clover

cluster.jgroups.tcpping.init

dhtingian
format:
"1 Paddresy

List of IP addresses (with ports) where we expect
running and listening nodes. It is related to other nodes

b1 ot LdlBheetdt ean?] peidi] pdit” properties. Necessary for
inter-node messaging.

127.0.0.1]

7800]
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Optional Cluster Properties

Optional General Properties (p. 283)
Optional Remote Edge Properties (p. 285)

Optional General Properties

These properties are not vital for Cluster configuration - default values are sufficient.

Table 42.2. Optional general properties

Name
cluster.jgroups.external_ad

Type

dstesng, |P
address

Description

An |P address of the Cluster node. Configure this only if the
Cluster nodes are on different sub-nets, so the | P address of
the network interface isn't directly accessible from the other
Cluster nodes.

Default

cluster.jgroups.externa_po

rint, port

A port for asynchronous messaging. Configure this only
if the Cluster nodes are on different sub-nets and the port
opened on the IP address is different than the port opened
on the node's network interface | P address.

cluster.jgroups.protocol .NA

KA CK.gc|

| isghumber of delivered messages kept in the sent messages
buffer of each jGroups view member. Messages are kept in
a sender cache even though they were reported as delivered
by existing view members, because there may be some
other member temporarily not in the view. The higher
the number, the higher the chance of reliable messages
delivery in an unreliable network environment. However the
messages consume memory: approximately 4kB for each

message.

10000

cluster.jgroups.protocol .NA

KoAEK .x

iHtsblleorap@ol etel Insepaneis)tineskeaep obsolete member in
the xmit-table. It is necessary for recognition of member
temporarily unaccessible and removed from the view. With
previous NAKACK implementation, the member removed
from the view was also automatically removed from xmit-
table, so it appeared as a new member when it re-joined the
view. With current modified implementation the member
is kept in the xmit-table for a configured interval longer,

so when it re-joins the view, it is a known member and
undelivered messages may be re-delivered to it. A member
in the xmit-table isn't consuming memory.

3600000

cluster.jgroups.protocol . AU

‘Briinglue

String used by a jgroups member to authenticate to the
group. Must be the same on all Cluster nodes. It isa
protection against fake messages.

sandboxes.home.partitioney

i String

Intended as a placeholder in the location path. So the
sandbox path is specified with the placeholder and it is
resolved to therea path just beforeit is used. For backward
compatibility, the default value uses the clover.home (p. 82)
configuration property.

${ clover.h
sandboxes
partitioneg

sandboxes.home.local

String

Intended as a placeholder in the location path. So the
sandbox path is specified with the placeholder and it is
resolved to the real path just beforeit is used. For backward
compatibility, the default value uses the clover.home (p. 82)
configuration property.

${ clover.h
sandboxes
loca
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Name

cluster.shared_sandboxes |

Type
h&tming
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Description

Thisproperty isdeprecated. This property still works but
is used only when a shared sandbox doesn't have its own
path specified. It isjust for backward compatibility and it
is not recommended for new deployments. Since 3.5, we
recommend to specify the sandbox path explicitly and use
the sandboxes. hone property/placehol der.

Default

cluster.node.sendinfo.inter

aht

A timeinterval in milliseconds. Each node sends a heart-
beat with information about itself to another nodes. This
interval specifies how often the information is sent under
common circumstances.

2000

cluster.node.sendinfo.clustg

pi mode. sen

Hilfome miertesl/ah milliseconds. A specified

minimum interval between two heart-beats. A heart-
beat may be send more often than specified by

cl uster. node. sendi nfo.interval, eg. when
jobs start or finish. However the interva will never be
shorter then this minimum.

500

cluster.node.sendinfo.histol

yritterval

A timeinterval in milliseconds, for which each node stores
a heart-beat in the memory. It is used for rendering figures
in the web GUI-monitoring section.

240000

cluster.node.remove.intervalint

A timeinterval in milliseconds. If no node info comesin
thisinterval, the node is considered as lost and it is removed
from the Cluster.

50000

cluster.max_allowed time|

shift_betw

bdnenaodesmum allowed time shift between nodes. All nodes
must have system time synchronized, otherwise the Cluster
may not work properly. So if this threshold is exceeded, the
node will be set asinvalid.

2000

cluster.group.name

String

Each Cluster has its unique group name. If you need 2
Clustersin the same network environment, each of them
would have its own group name.

cloverClugter

cluster.jgroups.protocol AU

Briinglue

An authentication string/password used for verification
Cluster nodes accessing the group. If this property is not
specified, the Cluster should be protected by firewall
settings.

cluster.datasource.type

String

Change this property to r enot e if the node doesn't

have a direct connection to the Clover DX Server

database, so it hasto use some other Cluster node as

proxy to handle persistent operations. In such a case,

thecl ust er . dat asour ce. del egat e. nodel ds
property must be properly configured, as well. Properties

j dbc. * will beignored. Note that scheduler is active only
on nodes with a direct connection.

local

cluster.datasource.del egate,

risideids

A list of Cluster node IDs (separated by a comma)

which this node may use as a proxy to handle persistent
operations. At least one of the listed node IDs must

be running, otherwise this node will fail. All listed

node IDs must have a direct connection to Clover DX
Server database properly configured. Property

cl ust er. dat asour ce. del egat e. nodel ds
isignored by default. Property

cl ust er. dat asour ce. t ype must be set to remote to

enable the feature.
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Optional Remote Edge Properties
Below isalist of namesand default values of properties used to configure remote edgesin a Clustered environment.

Table 42.3. Optional remote edge properties

Name Description Default

cluster.edge.chunkSize Specifies the size of a chunk created by theright side of aremote | 524288
edge (in bytes).

cluster.edge.chunkWaitTimegd@pecifies how long should the servlet wait for a next chunk to 60000

become available (in milliseconds).

cluster.edge.connectTimeout | Specifies a socket connection timeout when fetching a chunk (in- | 30000
milliseconds).

cluster.edge.read Timeout Specifies a socket read timeout when fetching a chunk (in 90000
milliseconds).

cluster.edge.handshakeTimedqubpecifies how long should the client wait until aremote edgeis 120000
registered by a data producing job (in milliseconds).
cluster.edge.chunkReadRetri¢Specifies how many times should be a chunk fetch re-attempted 2
before reporting an error to the consumer.

cluster.edge.disableChunkPrqtBishbl es the chunked data transfer protocol, switchingtotheold | false
implementation.

cluster.sdl.disableCertificate\| didatbes validation of certificatesin HTTPS connections of remote| false
edges. Disabling the validation affects jobs run on both Worker
and Server Core.
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Example of 2 Node Cluster Configuration

Basic 2-nodes Cluster Configuration (p. 286)
2-nodes Cluster with Proxied Access to Database (p. 287)
2-nodes Cluster with L oad Balancer (p. 288)

This section contains examples of Clover DX Cluster nodes configuration. We assume that the user "clover” is
running the VM process and the license will be uploaded manually in the web GUI. In addition it is necessary
to configure:

« sharing or replication of file system directory which the property "sandboxes.home" is pointing to. E.g. on Unix-
like systemsit would be typically / hone/ [ user nane] / Cl over DX/ sandboxes.

 connection to the same database from both nodes

Basic 2-nodes Cluster Configuration

This example describes a simple Cluster: each node has a direct connection to a database.

Node 1 Node 2
192.168.1.131 192.168.1.132

-t

Database
192.168.1.200

Figure 42.1. Configuration of 2-nodes Cluster, each node has access to a database

Configuration of Node 1 on 192.168.1.131

jdbc. driver Cl assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: post gresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect. Post greSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over

cl uster. enabl ed=true

cluster. node. i d=node01

cluster. http.url=http://192.168. 1. 131: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 131
cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192.168. 1. 132[ 7800]

cl uster. group. nane=TheC overd uster1

sandboxes. home=/ hone/ cl over/ shar ed_sandboxes

Configuration of Node 2 on 192.168.1.132

jdbc. driverd assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: post gresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over
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cl uster. enabl ed=true

cluster. node. i d=node02

cluster. http.url=http://192.168. 1. 132: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 132
cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192.168. 1. 131[ 7800]

cl uster. group. nane=TheC overd uster1

sandboxes. home=/ hone/ cl over/ shar ed_sandboxes

The configuration isdonein apropertiesfile. Thefile can be placed either on adefault (p. 51) or specified (p. 50)
location.

2-nodes Cluster with Proxied Access to Database

This Cluster configuration is similar to the previous one, but only one node has direct access to a database. The
node2 has to use nodel as a proxy.

Node 1 Node 2
192.168.1.131 192.168.1.132

i - [

Database
192.168.1.200

Figure 42.2. Configuration of 2-nodes Cluster, one node without direct access to database

Configuration of Node 1 on 192.168.1.131

jdbc. driverd assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: post gresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over

cl ust er. enabl ed=true

cl ust er. node. i d=node01
cluster.http.url=http://192.168. 1. 131: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 131
cluster.jgroups.start_port=7800

cl uster. group. nane=TheC over d ust er 2

sandboxes. home=/ hone/ cl over/ shar ed_sandboxes

Configuration of Node 2 on 192.168.1.132

cl ust er. dat asource. t ype=renot e (1)
cl ust er. dat asour ce. del egat e. nodel ds=node01

cl ust er. enabl ed=true

cl uster. node. i d=node02

cluster. http.url=http://192. 168. 1. 132: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 132
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cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192. 168. 1. 131[ 7800]

cluster. group. nane=TheC over C ust er 2

sandboxes. home=/ hone/ cl over/ shar ed_sandboxes

These two lines describe access to database via another node.

2-nodes Cluster with Load Balancer

If you use any external load balancer, the configuration of CloverDX Cluster will be same asin the first example.

Load Balancer

Node 1 Node 2
192.168.1.131 192.168.1.132

Database
192.168.1.200

Figure 42.3. Configuration of 2-nodes Cluster with load balancer

Thecluster. http.url andcl uster.jgroups. bi nd_addr ess are URLs of particular Cluster nodes
even if you use aload balancer.

Configuration of Node 1 on 192.168.1.131

jdbc. driverd assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: post gresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over

cl uster. enabl ed=true

cluster. node. i d=node01
cluster.http.url=http://192.168. 1. 131: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 131
cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192. 168. 1. 132[ 7800]

cluster. group. nane=TheC over Cl uster3

sandboxes. horme=/ hone/ cl over/ shar ed_sandboxes

Configuration of Node 2 on 192.168.1.132

jdbc. driverd assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: postgresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over

cl uster. enabl ed=true

cl uster. node. i d=node02
cluster.http.url=http://192.168. 1. 132: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 132
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cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192. 168. 1. 131[ 7800]

cluster. group. nane=TheC over C uster3

sandboxes. home=/ hone/ cl over/ shar ed_sandboxes
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Example of 3 Node Cluster Configuration

Basic 3-nodes Cluster Configuration

This example describes a Cluster with three nodes where each node has a direct connection to a database.

Node 1 Node 2
192.168.1.131 192.168.1.132

I Node 3 I

192.168.1.133

Database
192.168.1.200

Figure 42.4. Configuration of 3-nodes cluster, each node has access to a database

Configuration of Node 1 on 192.168.1.131

jdbc. driverd assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: postgresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over

cl uster. enabl ed=true

cluster. node. i d=node01

cluster.http.url=http://192.168. 1. 131: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 131

cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192. 168. 1. 132[ 7800], 192. 168. 1. 133[ 7800]

cluster. group. nane=TheC over Cl uster4

sandboxes. home=/ hone/ cl over/ shar ed_sandboxes

Configuration of Node 2 on 192.168.1.132

jdbc. driverd assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: post gresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect . Post gr eSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over

cl uster. enabl ed=true

cl uster. node. i d=node02

cluster.http.url=http://192.168. 1. 132: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 132

cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192. 168. 1. 131[ 7800] , 192. 168. 1. 133[ 7800]

cl uster. group. nane=TheC over d uster4

sandboxes. honme=/ hone/ cl over/ shar ed_sandboxes
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Configuration of Node 3 on 192.168.1.133

jdbc. driverCl assNanme=or g. post gresql . Dri ver

jdbc. url =j dbc: post gresql ://192. 168. 1. 200/ cl over _db?char Set =UTF- 8
j dbc. di al ect =or g. hi ber nat e. di al ect. Post greSQLDi al ect

j dbc. user nane=cl over

j dbc. passwor d=cl over

cl uster. enabl ed=true

cl uster. node. i d=node03

cluster. http.url=http://192.168. 1. 133: 8080/ cl over
cluster.jgroups. bi nd_address=192. 168. 1. 133

cluster.jgroups.start_port=7800
cluster.jgroups.tcpping.initial_hosts=192.168. 1. 131[ 7800], 192. 168. 1. 132[ 7800]

cl uster. group. nane=TheC over d uster4

sandboxes. home=/ hone/ cl over/ shar ed_sandboxes
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Jobs Load Balancing Properties

Multiplicators of load balancing criteria. A load balancer decides which Cluster node executesthe graph. It means,
that any node may process arequest for execution, but a graph may be executed on the same or on different node
according to current load of the nodes and according to these multiplicators.

The higher the number, the higher the relevance for decision. All multiplicators must be greater than O.

Each node of the Cluster may have different load balancing properties. Any node may process incoming requests
for transformation execution and each may apply criteria for loadbalancing in a different way according to its
own configuration.

These properties aren't vital for Cluster configuration - default values are sufficient

Table 42.4. Load balancing properties

Name Type Default Description

cluster.Ib.balance.runpfhaptgraphs 3| Specify importance of running graphs for load balancing.
cluster.lb.balance.mefrfiiset 0.5] Specify importance of used memory for load balancing.
cluster.lb.balance.cpudloat 1.5| Specify importance of nhumber of CPUs for load balancing.
cluster.lb.balance.reqpisiabonus| 2| Specify importance of the fact that the node is the same

which processes the request for execution. The same node
which decides where to execute the graph. If you specify this
multiplicator great enough, the graph will be always executed on
the same node which processes the request for execution.

cluster.lb.balance.nodd| banus 1| Overall ratio bonus for configured node. Values greater then "1"
increase probability of the node to be chosen by the loadbal ancer.
Vaue"1" means no bonus or penalty. "0" means that the node
will never be chosen by the loadbalancer; however, it still may
execute graphs, e.g. when there is no other node in the cluster or
when the graph is designed to run on the node.
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Running More Clusters

If you run more clusters, each Cluster has to have its own unique name. If the name is not unique, the Cluster
nodes of different clusters may consider foreign Cluster nodes as part of the same cluster. The Cluster name is
configured using cl ust er. gr oup. nane option. See Optional Cluster Properties (p. 283).
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Chapter 43. Recommendations for Cluster
Deployment

1. All nodesin the cluster should have a synchronized system date-time.

2. All nodes share sandboxes stored on a shared or replicated filesystem. The filesystem shared among all nodes
isasingle point of failure. Thus, the use of areplicated filesystem is strongly recommended.

3. All nodes share a DB, thus it must support transactions. |.e. The MySQL table engine, MyISAM, may cause
unusual behavior because it is not transactional .

4. All nodes share aDB, which isasingle point of failure. Use of a clustered DB is strongly recommended.

5. Configurethelicenseby | i cense. fi | e property or upload it inthe Web GUI, so it is stored in the database.
Donotusecl over-1icense. war.
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Chapter 44. Troubleshooting

Cluster Reliability in Unreliable Network Environment

CloverDX Server instances must cooperate with each other to form a Cluster together. If the connection between
nodes doesn't work at all, or if it is not configured, Cluster can't work properly. This chapter describes Cluster
nodes behavior in an environment where the connection between nodes is somehow unreliable.

Nodes use three channels to exchange status info or data
1. synchronous cals (viaHTTP/HTTPS)

Typically NodeA requests some operation on NodeB, e.g. job execution. HTTP/HTTPS is also used for
streaming data between workers of parallel execution

2. asynchronous messaging (TCP connection on port 7800 by default)
Typically heart-beat or events, e.g. job started or finished.
3. shared database — each node must be able to create DB connection
Shared configuration data, execution history, etc.
Following scenarios are described below one by one, however they may occur together:

» NodeA Cannot Establish HTTP Connection to NodeB (p. 295)

» NodeA Cannot Establish TCP Connection (Port 7800 by Default) to NodeB (p. 296)
* NodeB isKilled or It Cannot Connect to the Database (p. 296)

» Auto-Resuming in Unreliable Network (p. 297)

e Long-Term Network Malfunction May Cause Jobs to Hang on (p. 297)

NodeA Cannot Establish HTTP Connection to NodeB

When HTTP request can't be established between nodes, jobs which are del egated between nodes or jobs running
in parallel on more nodes will fail. The error is visible in the Execution History. Each node periodically executes
a check-task which checks the HTTP connection to other nodes. If the problem is detected, one of the nodes is
suspended, since they can't cooperate with each other.

Time-line describing the scenario:

* Osnetwork connection between NodeA and NodeB is down

» 0-40s a check-task running on NodeA can't establish HTTP connection to NodeB; check may last for 30s until
it times-out; there is no re-try, if connection fails even just once, it is considered as unreliable, so the nodes
can't cooperate.

* status of NodeA or NodeB (the one with shorter uptime) is changed to “ suspended”

The following configuration properties set the time intervals mentioned above:

cl ust er. node. check. checkM Perinidenityadf Cluster node checks, in milliseconds.
Default: 20000

cl uster.sync. connect i on. r ead HT#badnnection response timeout, in milliseconds.
Default: 30000

cl uster.sync. connecti on. cobstagitsiingatiikP connection timeout, in milliseconds.

Default: 7000
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NodeA Cannot Establish TCP Connection (Port 7800 by
Default) to NodeB

TCP connection isused for asynchronous messaging. When the NodeB can't send/receive asynchronous messages,
the other nodes aren't notified about started/finished jobs, so a parent jobflow running on NodeA keeps waiting
for the event from NodeB. A heart-beat is vital for meaningful 1oad-balancing, the same check-task mentioned
above also checks a heart-beat from all Cluster nodes.

Time-line describing the scenario:

» 0Osnetwork connection between NodeA and NodeB is down

60s NodeA usesthe last available NodeB heart-beat

0-40s check-task running on NodeA detects missing heart-beat from NodeB

* status of NodeA or NodeB (the one with shorter uptime) is changed to suspended

The following configuration properties set the time intervals mentioned above:

cl ust er. node. check. checkM PPerinidenityadf Cluster node checks, in milliseconds.
Default: 40000

cl ust er. node. sendi nf 0. i nt ePariaidicity of heart-beat messages, in milliseconds.
Default: 2000

cl ust er. node. sendi nf 0. m n_Anheartvadat may occasionaly be sent more often than specified by
cl ust er. node. sendi nfo. i nterval . This property specifies the
minimum interval in milliseconds.

Default: 500
cl ust er. node. renove. i nt er Vvethe maximum interval for missing a heart-beat, in milliseconds.

Default: 50000

NodeB is Killed or It Cannot Connect to the Database

Access to a database is vital for running jobs, running scheduler and cooperation with other nodes. Touching a
database is also used for detection of dead process. When the VM process of NodeB is killed, it stops touching
the database and the other nodes may detect it.

Time-line describing the scenario:

» 0s-30slast touch on DB

» NodeB or its connection to the database is down

» 90s NodeA seesthe last touch

* 0-40s check-task running on NodeA detects obsolete touch from NodeB

 status of NodeB is changed to st opped, jobs running on the NodeB are sol ved, which means that their
statusis changed to UNKNOWN and the event is dispatched among the Cluster nodes. The job result is considered
aserror.

The following configuration properties set the time intervals mentioned above:
cl ust er. node. t ouch. i nt er vaPeriodicity of a database touch, in milliseconds.
Default: 20000

cl ust er. node. t ouch. f or ced_An apenvalt \enerathe other nodes accept the last touch, in milliseconds.
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Default: 60000
cl ust er. node. check. checkM Perinidenityadf Cluster node checks, in milliseconds.
Default: 40000

cl ust er. node. t ouch. f or ced_At bpoleat wel ueuwiahg carolssvitehathieeslol vi ng of running jobs
mentioned above.

Auto-Resuming in Unreliable Network

In version 4.4, auto-resuming of suspended nodes was introduced.
Time-line describing the scenario:

» NodeB is suspended after connection loss

» OsNodeA successfully reestablishes connection to NodeB

e 120s NodeA changes NodeB statustof or ced_r esune

» NodeB attempts to resumeitself if the maximum auto-resume count is not reached.

« If the connection islost again, the cycle repeats; if the maximum auto-resume count is exceeded, the node will
remain suspended until the counter is reset, to prevent suspend-resume cycles.

* 240m auto-resume counter is reset

The following configuration properties set the time intervals mentioned above:

cl ust er. node. check. i nt er valiBef anaiias teelseimeessible to be forcibly resumed, in milliseconds.
Default: 120000

cl ust er. node. check. naxAut ofesunangdumds a node may try to auto-resume itself.
Default: 3

cl ust er. node. check. i nt er valiRestsf ¢ket or @ 4onew Ooricdunter will be reset, in minutes.

Default: 240

Long-Term Network Malfunction May Cause Jobs to Hang on

Jobflow or master execution executing child jobs on another Cluster nodes must be notified about status changes
of their child jobs. When the asynchronous messaging doesn't work, events from the child jobs aren't delivered,
so parent jobs keep running. When the network works again, the child job events may be re-transmitted, so
hung parent job may be finished. However, the network malfunction may be so long, that the event can't be re-
transmitted.

See following time-line to consider proper configuration:
 job A running on NodeA executes job B running on NodeB

» network between NodeA and NodeB is down from some reason

job B finishes and sends the f i ni shed event, however it can't be delivered to NodeA — the event is stored
inthesent events buffer

 Since the network is down, a heart-beat can't be delivered as well and maybe HTTP connections can't be
established, the Cluster reacts as described in the sections above. Even though the nodes may be suspended,
parent job A keeps waiting for the event from job B.

* now, thereare 3 possibilities:

297



Chapter 44. Troubleshooting

a. Network finally starts working and since all undelivered eventsareinthesent event s buffer, they are
re-transmitted and all of them are finally delivered. Parent job A is notified and proceeds. It may fail later,
since some Cluster nodes may be suspended.

b. Network finally starts working, but the number of the events sent during the malfunction exceeded the sent
event s buffer limit size. So some messages are lost and won't be re-transmitted. Thus the buffer size limit
should be higher in the environment with unreliable network. Default buffer size limit is 10,000 events. It
should be sufficient for thousands of simple job executions; basicaly, it depends on number of job phases.
Each job execution produces at least 3 events (job started, phase finished, job finished). Please note that there
are also other events fired occasionally (configuration changes, suspending, resuming, cache invalidation).
Also messaging layer itself stores own messagesto the buffer, but the number is negligible (tens of messages
per hour). Heart-beat is not stored in the buffer.

There is aso an inbound events buffer used as a temporary storage for events, so events may be delivered
in correct order when some events can't be delivered at the moment. When the Cluster node is inaccessible,
the inbound buffer is released after timeout, which is set to 1 hour, by default.

¢. Node B isrestarted, so al undelivered eventsin the buffer are lost.
The following configuration properties set the time intervals mentioned above:

cl uster.jgroups. protocol . NAKASKhgaizZear the sent events buffer; Note that each stored message
takes 2kB of heap memory.

Default: 10000

cluster.jgroups. prot ocol . NNKABSurarbtff éraivheonud b aheetessiven®lestet hodso ut
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Chapter 45. Security Recommendations for
CloverDX Server

To improve security of Clover DX Server, you should:

Change the default password for clover user. Without changing the password, everybody would be able to log
in as clover. See Change Users Password (p. 129).

Create a user different from clover and add it to the admin group. If there are more administrators, create a
user account for each. See Users (p. 129).

Set the master password. Without the master password, you cannot use secure parameters. See Chapter 20,
Secure Parameters (p. 120).

Run Clover DX Server with privileges of an ordinary user, e.g. create a system account cl over used only for
running Clover DX Server. Do not run Clover DX Server under the r oot account.

Communication with system database may be unencrypted. Consider encrypting the connection to system
database too.

If database provides you with a root/admin account, do not use this account for CloverDX Server. Create a
separate database user account, e.g. clover.

Run CloverDX Server on HTTPS. If you communicate over HTTP, your data is sent unencrypted and
eavesdroppers can easily seeit.

Disablethe HTTP API if you do not need it. See Chapter 36, Simple HTTP AP (p. 235).

In Data Services, put keystores outside a sandbox and run the service on HTTPS. If you have a keystore in a
sandbox, a user with write permissions could replace it with another key store. HTTPS Connectors (p. 266).

Enable user lockout after repeated failed login attempts. If you use this feature in Cluster, make sure that all
cluster nodes have the same lockout configuration. See User L ockout (p. 143)
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